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BINaHY operations

Motivation: Children come in contact with algebra as early as in the 
primary classes when they learn to add and multiply numbers. Let us 
try to see what really happens when we add or multiply two numbers, 
in aadition, to add, first of all we should be given two numbers, say 
4 and 3. tohen v.'e add what we get is 7, which is again a number of the 
same type as 4 and 3. So addition is therefore basically a rule which 
enables us to assign with two given numbers in an order, some number 
as answer. Multiplication is also a similar rule but a different one, 
since in multiplication with 4 and 3 we assign the number 12 and not 7.
So is the operation of subtraction. The order in which the two numbers 
are given is important. For let us consider subtraction. In subtraction 
the number associated with two given numbers 7 and 3 in that order is 4 
whereas the one associated with 3 and 7 in that order is not 4. Thus, 
addition, subtraction, multiplication are all rules that assign with 
every ord. red pair of elements of a specified set an element of that 
set - we call such operations or rules as binary operations.

Lef inition : A binary operation on a set is a rule that assigns to 
each ordered pair of elements of the set, a unique element of the set S.

Binary operation on a set S, therefore, is a map from SXS—>S.
“ere one may note that the element which is assigned to the oroered pair 
of elements need not be a third or a new element. For example, in case 
of addition, the element assigned to the ordered pair of elements (0,2) 
is 2, which is not a new element. Similarly, in case of multiplication,

the element assigned to the ordered pair of elements (3,1) is the number 
3 itself.

A binary operation on a set S is normally denoted by and the 
element the binary operation * assigns to the oroered pair of elements 
(a,b) is denoted by a*b.

Examples: 1. Addition and multiplication are binary operations on the 
set of natural numbers, whereas subtraction is not a binary operation 
on this set.
2. Addition, multiplication, subtraction are binary operations on the 
set of integers, set of even integers, set of rational numbers, set of 
real numbers, set of complex numbers, but not on the set of odd integer
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3. Multiplication is a binary operation on the set {-1,0,1| whereas 
addition is not a binary operation on this set.

4. On the set of natural numbers, a*b equal to the smaller of the two 
numbers a and b or the common value if a=b, is a binary operation.

5. On the set of all permutations on n symbols, the multiplication of 
permutations is a binary operation.

In fact, v?e do not need any known set or a known operation to define a 
binary operation. \<e can define binary operations on any arbitrary 
abstract - set. For example,

6. Let S = { a,b,c,d } wheie a,b,c,d
: £
•v

X
a

S —
"b~~

► S
C

by
ci

the following

c\
b

b a c
b> (Ai c

c a c c c
c c a c\

are elements of an a bstract set 
table

z* Here b * c = a

S. Nate that in order to 
to define 16 entries in our 
by the elements of S. There

S

Then * is clearly a Binary operation on 
define a binary operation on 5, we need 
table. The 16 entries should be filled

-s. c ct
a

b
c
a.

are 4 choices for filling each of these entries and hence in all the 
16 entries can be filled in 4^ = 429,49,67,296 ways. Hence there

exists 429, 49, 67, 296 binary operations on. the set ^a,b,c,dj 
But in reality we are not interested in all cf them and in fact we 
are interested only in a very few of them.

Types of binary operations :

A binary operation * on, a set is said to be commutative if 
a * b = b * a V- a,be S.

Examples: 1 . addition and multiplication are commutative binary 
operations on the set of natural numbers, set of integers, etc.
2. Subtraction is not a commutative binary operation on the set of 
integers.
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3. The multiplication of permutation is not a commutative binary 
operation e .g.

whereas/I x^.p 2-5\ ' "J .
(32. l) V 2. 1 T>) '

4.
fc- 3i b c
a b 0 a

b c 0 b

C a. c\
_____

A binary operation * on a 
(b * c) = (a * b) * c

set

V

* is a commutative binary 
operation on S = £a,b,cj

S is said to be associative if 
a,b,c £ S.a *

Examoles
associative binary operations on1. Addition and multiplication ar 

the set of integers.
2. Subtraction is not an associative binary operation on the set of

integers since 2 - (3-4) / (2-3) - 4.
3. Multiplication of permutations is an associative binary operation.
, __ ___ ___ ___ * is not an associative binary

'e k operation on S = { a,b,c 3 since
a *(b*c) = a*b = c whereas 
(a*b)*c = c*c = a.

b c
A b C a
b C c b
C A b a

Exercises :

1. Show that the multiplication is a binary operation on
S = where ix=-1. Is division a binary operation

on S ? Why ?
2. Show that the multiplication is a binary operation on [-1,0,1^ 

but not on j 0,1,2} •
3. Shew that addition is a binary operation on

S = [x : x € I, x < 0j , but multiplication is not.
4 . Let [ A,B,C,D j where a = <f> , B = { a,b} * C = {a,c^ ? L = [ a,b,cj

Show that set union U is a binaryo perations on S whereas set 
intersection ft is not.

5. Is division a binary operation on the set of rationals ? Why ? 
VJhat is the largest subset of the set of rationals on which the
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civision is a binary operation ?

6. "hich among the above binary operations are commutative and or 
associative ?

7. Determine whether the following binary operations are commutative 
and or associative!

I# CL b CL cL
a- b CL d

b b c d CL
c c d a b
1 cL cL c b

o CL- b c d
CL <d CL c b.
b a. C b cL
cl b cL LL c

c< c b d CL----- 1
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THE NATURAL NUMBER SYSTEM :

Motivation ; We very freely use the terms real numbers, 
rationals, integers, natural numbers as they are intuitively 
very clear to us, and there is no doubt in our minds as to 
what they are. However, if we ask ourselves as to what are 
real numbers? we may answer that rational numbers and 
irrational numbers put together are called real numbers.
Now, if we ask as to what are rational numbers?,the answer 
could be that the numbers of the form p/q where p and q are 
are integers, q 0 are rational numbers. Now, if we ask as 
to what are integers?, the answer could be that the natural 
numbers, the zero and the negatives of natural numbers put 
together are integers. But now if we ask as to what are 
natural numbers?, we may not have any answer except that 
1,2,3,.... etc. are called natural numbers or trying to give 
an explanation in terms of the basic properties of natural 
numbers. That means, the set of natural numbers is the starting 
point from which we can build all other sets, the set of integers 
the set of rationals, set of reals, set of complex numbers etc. 
and there is a need therefore, to define the set of natural 
numbers.

In order to define the set of natural numbers, we have 
to see what are the most basic properties of natural numbers 
which cannot be derived as a consequence of other basic 
properties. Assume these basic properties as postulates or 
axioms, so that any other property of the set of natural number 
could be derived as a consequence of this set of basic properties 
The postulates which characterise the set of natural numbers are 
known as Peano's axioms on natural numbers, named after the 
Italian Mathematician of the same name.

Peano's axioms on natural numbers :
Let there exist a set N such that
1.1 N
2. For each n N, there exists a unique n+ 

successor of N.
N, called the
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3. There exists no n in N for which n+ = 1 (i.e. 1 is not the 
successor of any n in JJ).

4. If m,n are in N with m+ = n+, then m = n. (i.e. no two elements 
of N have the same successor).

b. Any subset k of N having ihe properties (i) 1 t k, (ii) k c= k + £ k 
is to N .

Tne set N is called the set of natural numbeis.

Note that Axiom 5 is nothing but the Principle of Mathematical 
Induction and nence it is referred to as Induction Axiom.

Let k = {1 1, \J £n+ : n e N . Then since no N => n+ £ N 

K C W .Furtker k. €. K. k — 1 o? k =. fop some nc N - j4 (A4 ' kH

Thus, 1 C k and whenever k c k, k+c- k. Hence by axiom 5 K = N.
Hence every natural number n other than 1 is the successor of some 
natural number and more over it can be obtained by taking successors of
1. he cienote the successor of 1 by 2, successor of 2 by 3, successor 
of 3 by 4 etc. so that

N = { 1,2,3,4,o,....j

addition on N : he will now define addition on N as follows :

i) n + 1 = n+

ii) n + m+ = (n+m)+

As we have already observed, every natural number is a successor of 
some natural number and we can reach 1 by proceeding backwards in a 
finite number of steps. Hence the concition (i) and (ii) above define 
aodition for all n, m in N.

The following properties of the operation of audition on N can be 
proved using axioms 1 to 5.
For all m , n ,p N ,
1. n + m N (closure)
2. n+m=m+n (commutativity)
3. m + (n+i ) = (m+n) + p (Associativity)
4. m + p = n + p m = n (cancellation)
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Proof; 1. Given n e N, let K be the set of all m £ N such that 
n + m <£ N. bince n G N7by axiom 2, n+e N n+1 N .1 c K.
Let k £ K. Then n + k <S N .By axiom 2, again (n+k) + £ N. But 
by definition of addition on N, (n+k)+ = n+k+ *. n+k+<£ N .

kT C K. Hence by axiom 5, K = N . n+m GN for all n ,m G N.

J. Given natural numbers m and n7 let K be the set of all natural 
numbers p such that m+(n+p) = (m+n) + p. Since m+ (n+1) = m+n4’ =
(m+n)4" (by definition of addition) = (m+n) + 1, it follows that 1 G K.

Now, let k e K. Then m+(n+k) = (m+n) + k. Then,
m + (n + k+) = m + (n + k)+ = ^m + (n+k)J^ = Qm+n) + kJ

= (m+n) + k* . k G K. Hence by induction axiom K = N. Hence
m + (n + p) = (m+n) + p y- m,n,p G N.

2. This is proved in two stages. First, we prove that n+1 = 1+n for 
every n in N. Let K be the set of all n in N s.t. n+1 = 1+n.

Clearly, 1GK. Let k G K. Then k+1 = 1+k. Now k+ +1 = (k+1 ) + 1 = 
(1+k) + 1 = (1+k)4" = 1+k+ k+<c. K. Hence by induction axiom, K = N.

- . n+1 = 1+n for all n in IJ. V^e will now prove that -iven n in N, 
n+m = m+n for all m in M. Let K be the set of all natural numbers m 
such that n+m = m+n. Since we have proved already that n+1 = 1+n,le. K

Let k C K. Then, n+k = k+n. Now n+k+ = n+(k+1) = (n+k)+1 = 
(n+k)4" = n+k+ . k+<G K. Hence by induction axiom K = N.

Hence n+m = m+n for all n,m (£ N.

4. Given m,nG N, let K be the set of all natural numbers p set. 
m+p = n+p zrt> m=n. Since m+1 = n+1 m = n4"^- m=n (by axiom 4).
There! ore, 1 £ K. Let k£k. Then m+k = n+k m=n. Now m+k4- = 
n+k4" ^>(m+k)+ = (n+k)+ m+k = n+k (by axiom 4) z^> m=n. Hence k"(£ R.

Hence by induction axiom, K = N. Therefore, m+p = n+p m=n for all 
m, n, p N.

Multiplication on N : Ue define multiplication on N as follows : 
m,n G N

i) m.1 = m
ii) m.n4" = m.n + m
ms observed in the case of addition, this defines multiplication 
completely on II.
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Following properties of multiplication on IJ can be proved.
For m,n,p IJ
1. n.m £ h (closure)
2. m.n = n.r.i. (commutativity)
3. m(n.p) = (ra.n).p (associativity)
4. (r.i.p = n.; — c- m=n (cancellation)

Proof is on the same lines as in the case of adcition and therefore, 
left as an exercise.

nlso the addition and multiplication of natural numbers satisfy
distributive laws :
a) m.(n+p) = m.n + m.p
b) (n+p).m = n.m + p.m.

Proof: a) Given m,n in IJ, let k be t he set of all natural numbers p 
such that m.(n+p) = m.n + m.p. how, m(n-r1) = m.n+ = m.n + m = 
m.n + m. 1 . There f o re , 1 t K • Let k £ k. Then m( n+k) = m. k + r.. k. 
how, n<n+k+) = m . (n+k) = m.(n+k) + m = (m.n -r m.k) + m

= m.n + (m.k + m) = m.n + m.k"1 hence k+ K. hence by induction 
axiom, k = Hence m.(n+p) = m.n + m.p. Proof of b is similar.

Orcer relation on_h : Given a,b£ h, oefine a << b if there exists
c in IJ s.c. b = a+c (we define a > b if b -<_a). Ihen,
i) for ail n / 1 , 1 < n; n n+

ii) -he relation 1 ' is transitive but neither zreflexive nor
symmetric .

iii) the Trichotomy law holds good. i.e. given n,m in 1! exactly one 
of a) m-n, b) m<_n c) m n holas good.

proof: i) If n / 1 , v/e have proved earlier that n = m+ for some meh. 
But m+ = m+1 = 1+m. Hence n = 1+m. Therefore, 1 < n. ,>lso 
n = n+1. Hence n <.n+.

(11) Let m < n and n < p. nence there exist a,b in N set. n = m+a ano 
p = n+b. hence p = (m+a) + b = m+(a+b) ano since a+b <_ h, v/e have 
m<p. Hence ' <' is transitive. Let b ex IJ. if possible let b \ b. 
Ihen there exists n in I; set. b = b+n.
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Therefore, b+1 = (b+n)+1 = (b+n)+ = b+n+. Hence 1 = n+ by 
cancellation which is a contradiction to axiom 3. Hence b/.b.

is not reflexive. Finally, if possible let there 
b and b

Ther- f ore , 

exist a , b G I J, with a a. Since < is transitive, we
get a < a, a contraciction to what we have proved just. Hence if 
a < b, then b j- a • Hence 'z__ ' is not symmetric.

(iii) Given m,n£ N, if n=n , then by what v.e ha\e seen in (ii) 
above, neither m< n nor n < m. Hence if (a) holds neither (b) 
nor (c) holds. If lh) holds then m< n and hence n yt, m. Hence 
(c) does not hold. /»lso m n, s-nce m=n wouxd imply n < n, a 
contradiction to what we have seen in (ii). Thus if (b) holds 
neither (a) nor (c) holds. On very similar lines if follows that 
if (c) holds neither (a) nor (b) holds. Thus at most one of (a),
(b) or (c) holds. we will now show that atieast one of (a), (b) 
or (c) holds. Sc assume that (a) ano (b) dc not hold. Hence m^n
and m .} n. Let a = { a<£ N | a m and 3 = [ m+a | a e N.j . Let
K = AUB. Since 1 t n» 1 <= K • Let k K. Then either k < m or
k = m+a fcr some a d. N. If k m, then k + = k + 1 g m. Hence k+<£ K.
If k = m, then k+ = k+1 = m+1 G. B. k+<+ K. If k = m+a, then 
k+ = (m+a)+1 = m+(a+1) = m + a+<£ B. k+£K. Thus, 1 <= K, k£ K 

. K = N. Since n g N, n g hLB. But since m n, n m+akV K
for any a c— N.

* (c) holds good.
n <i:i, But n / m r n <i mn /£ 3 n G a

Exercises :
1. Prove that 1.n = n for all n in N without using the commutativity 

of multiplication cf natural numbers.
2. Prove for m,n in N
i) (m+n+)+ = m+ + n"*”

-f"ii) (m.n ) = m.n + m

iii) (m+.n ) = m+ + m.n + n+

iv) m . n = (m.n)+ + m+n

3. If m,n GN and m < n, then show that for all p <=■ N.
i) m + p n+p
ii) n.p < n.p
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A, Prove that N is a well ordered set.

5. Let m,n G N. Prove (a) If m=n, then k+.m n for every k (£ N»
(b) If k+.m = n for some k then m < n.

6. For all m £ N, define
1m = m
p+ • P 

nr = m .m

for all p £ N. hhen m,n,p,q£ N prove that
a) mP.mq = mP+q b) (mP)q = mp,q c) (m.n)p = mP.np

2 27. For all m,n £ N, show that (a) m < m.n < n“ if m < n.
2 2b) m+n 2m.n if m / n.
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THE SYSTEM CF IUTECEhS

Motivation : Having already defined the system of natural numbers N, 
and the operations of addition and multiplication on H, we observe 
that given two natural numbers m and N, there may not always exist a 
natural number p such that m + p = n. Or equivalently the equation 
m+x = n, m,n <£ N may not always have a solution for x in N. To 
overcome this inadequacy or defect of the system of natural numbers, 
we hope to construct a set 1 which contains N as a subset such that 
given any tv/o elements, m,n in I there always exists a p in I such 
that m+p = n. \<e will call this new set 1 as the set of integers ana 
each element of this set as an integer.

Construction of I : Consiuer the set N+N of all ordered pairs of 
natural numbers, be introduce a relation ' 1 on N+N as follows :

(m,n) (r,s) iff m+s = n-t-r , m,n,r,s N.

we can show that ’ ’ is an equivalence relation on t he set NXN.
The set of all equivalence classes unaer this equivalence relation 
on iiXI: is denoted by I ana is calleu the set of integers. Thus an 
integer is an equivalence class of oruered pairs of natural numbers 
unoer the equivalence relation ' ’ definea above .We delete it S7

Addition on I.

Imbedding of N in I. For each natural number m in I-J, we icentify it 
with the integer (~(m+, 1 )J In other words, v.e consider the map

y : N —I

defined by y(m) = [(m+,1)'J = {(m+1/J (m+2, 2), (m+3,3), . ...}
Then we can show that .-d/ is 1-1. Hence is an imbedding of N in I 
(In fact, when we define + and . on I, they are indeed extensions 
of addition and multiplication on N).

ive define addition on I as follows 
■ L(r»s)3 = [(m+r, n+s)^

in I.
m+r and n+s.

L(m,n)J
for all [(m,n)] , [(r,s)]
Since rp,n,r,s N, so m+r and n+s. Hence
Hence + is a binary operation on I. Thus, i,j 
(Closure law of addition) .

Consider [(1 ,1) J =j(i,1), (2,2),......... (n, n), - ’ ’ <j in I.

(m+r, n+s)
I 2+j I

I.
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Now,

[(m,n)J + ( 1 ,1) j = I(m+1, n+1 = ^(ni,n)'J
[(1,1)1+ [(n:,n)‘ I = J_( 1 + m, 1 + n ) J = [ (m, n) J

for every [ (m,n)3 in I.

The integer [(1,1) J is called zerc and is denoted by 0. Also 
L(ni,n)3 + ['(r ,s ) J = [ (m,n) J

-->[(m+r, n+s) J = [ <rn,n) J

—\ (m+r)+n = (n + s) + m by definition of
- > m(r+n) = n+(s+m) by associativity of + in N
— > m +(n+r) = n+(m+s) by commit at ivity of + in N

-- *' (m+n) + r = (n+m) + s by associativity of + in N

;* (m+n) + r = (m+n) + s by commutativity of + in N
r = s by cancellation lav; of - in N

\(r,s) ] = |_'(r,r) ]= 0

Similarly, [_’(r,s)J+ [(m,n)J= [ Lm,n ) J-^[(r , s) J = 0.

Thus, there exists a unique element 0 in 1 such that i+0 = i = 0+i 
for all i in I. 0 is called the icenticy element v.ith respect to
the operation of addition on 1.
Also,

[(m,n) \ + f (n ,m) \ = [ (m+n ) , n+r.) = i( m+n , m+n) J = 0 

[(n,m) ]+ [(r.i,n) \ = J(n+m, m+n, ) =[(n+m, n+m) ) = 0

for all [(m,n)] [(n,m)’) ini. Further ,
\(m,n) \ + \vr , s ) \ = 0

(in+r, n+s; = 0 
m+r = n + s

2_.. r + m = s t n 

------ y (r,s) (n,m)
[(r , s) J = [( n ,m) _1

Thus, given any integer i, there exists a unique integer j such 

that i + j = 0 = j + i. “i his integer j is demotet, by -i and is
callea the adoitive inverse of i.

Using the associative xav; of edition of natural numbers, v;e 
can prove that for any [(m,n) ], [(r,s)j, [(u,v)3 in I.

Jj_(r?.,n^ ) + [(r,s)\ f, + (_(u,vjj= L_{~,n)J +j|_(r,sfj + L(u,v) j j o 

•nonce for any i,j,k Cl I,
(i + j) 4 k = i 4 (j 4 k) (asc ci itive law of addition) .

Ihur, to sum up the ac't itior: of intends have Lhe followinci
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p roperties.
1. i,j c-. I > i+J C:. X (Closure law)
2. i,j,k£ 1 - / (i+j)+k = 1 +(j+k) (Associative law)
3. Ther. exists a unique element 0 (E I such that 

i + 0= i = 0+i for every i <E I 
(Existence of identity w.r.t. addition).

4. Given i <c I there exists a unique element j <£l such that
i+j = O = j + i

(Existence of inverse element w.r.t. addition).

a set o with a binary operation 'o’ satisfying closure law,
associative law, existence of identity w.r.t. 'o' and Existence 

inverse w.r.t. o is called a group. Thus the set of integers
is a group w.r.t. the operation of addition.
Given, L(m,n)j f_( r, s )J £ I

[(m,n)J v(_(r,s)3 = [(m+r, n+s)j
= [(r+m, s+n)J (addition is commutative on 17 ) 
= t(r,s) J+£(f1,p-)]

Thus, i+j = j + i for every i , j (E I (commutative law).
Thus addition is commutative on I. a group in which .the binary 
operation is commutative is called a commutative group or an 
abelian group. Hence the set of integers is an abelian group 
w.r.t. the operation of addition.

he have already seen that every natural number m is identified 
with the integer |_(m+,l)j. Not*- here that since m is a natural 
number 1m+. Conversely if we consider any integer [(m,n)J with 
n <_ m, then by definition of order relation on N, there exists r in

such that m = n+r. Then m+1 = (n+r)->1 = n+(r+l) = n+r+.
Therefore, (rn,n) ^>(r+,1). Hence, L(m»n)3 = (r+»l) •

Hence the integer L(m,n)| the natural number r (under the
identification mentioned earlier) . Hence there is a one-one 
correspondence between the set of all integers ^(m,n)J with n m
and the set of all natural numbers. If we now consider [^(m,n)^| 
with m < n, then [\m,n)j = - |_(n,m)J
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But [(n,m)J since m < n, is identified with a natural number , we 

can identify [^(m,n)3 with -s where s is the natural number identified 
with L(n,m)] . If we consider f(m,n)J with m=n, we have seen that 
[(m,n)J is written as 0.

Given any integer (m,n) in I, we know by the Trichotomy law in
N that exactly one of 

m — n, m < n, n^m
holds good. Hence given any integer [_(m,n)J it is exactly one of

0, r, -r
where r is a natural number. Hence 1 can be written as

Y.••» —n ,. .. , —3,-2, —1,0,1,2,a,....,n,....

Multiplication on I. Given J_(m,n)JJ [(£>s)^ in 1» define 
L(m,n)J . [5r,s)3 = [( m.r + n.s, m.s + n.r)]

Clearly, L (m, n)J - |_(r ,s) J <21. Hence 
i>j 1 ^>i-J I(Closure law)

..Iso, one can easily prove that (Prove!)
j_(r,s)J }^u,v)J = [(in ,n )J>£( r , s ) J » [( u , v)J } 

ior all t(m,n)J? L(r,s)J.? l(u,v)J<^ I. Hence

i * (j.k) = (i.j)'k for all i,j,k in j
(/associative law of multiplication).
Further, we see that (Prove])

[( mpn) J . £[_(r, s )J + [(u,v)J 5= [(m,n)J.[(r, s)J + [ (m,n)J. [( u, v)j

^Br,s)] + [(u,v)JJ. ^(m,n)J = Vr,s)J . [\m,n)J + jju,v)] .

lor all L(m,n)3 ,l(r,s[J J(u,v)J in 1. Hence, 

i- (j + k) = i.j + i.k 
(j + k) . i = j.i + k.i

for all i,j,k (r I- (Listributive law of multiplication over 
addition).
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A set 6 with two binary operations denoted by and such
that 5 is an abelian group with respect to and the binary
operation satisfies closure law, associative law and distributive
law, over ’+’ is called a Hina. Thus the set of integers is a ring 
with respect to addition and multiplication. \,e also see that

[(m,n)J . j_(r,s)j = R r, s) J . £(m,n)j

for all [(m,n)] , [(r,s)J in I. Hence i.j = j.i for every i,j in I
(commutative law). ring in which the operation is
commutative is called a commutative ring. Hence the set of integers 
is a commutative ring. Moreover, for any [(m,n)J in I

^(m,n)] . [_(2,1)J = [(2in+n, m+2n)J

= ^(m,n)J ('why ?)

Similarly,
[(2, 1 )J . [(m,n) J = |_(m,n)J

Note that the integer h2,nj is identified with trie natural 
number 1. Hence ,

i. 1 = i = 1.i for every i in I.
(Existence of identity with respect to multiplication). lienee, the 
ring of integers h.s a multiplicative identity.

Subtraction on I : Given two integers i,j in I define 

i-j = i + (_j)

^Recall that if j = £(m,n)^ , then _j = |jn,m)J
Then i-j £ I. Hence is a binary operation on I. This
operation is called subtraction on I.

Positive and Negative Integers : The integer Q(n,n)J in I is said
tc be a positive integer if n < m . [(m,n)J in I is said to be a 
negative integer if m < n. Hence, given an integer either it is a 
positive integer or a negative integer or is the integer 0. By the 
identification we have already made,

1,2,3,...
are positive integers whereas

~1 ,”2,—3 , ••
are negative integers. ..e uenote the set of positive integers by I +
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and the set of negative integers by l”

Order Relation on I :

Given two integers a,b in I, we define
a b if and only if a-b is a positive integer.

Let a = £(m,n) ] 1 hen a > 0 iff a-0 is a positive integer.
But 0 = [(1,1)] . 1 hen a-0 = [’(m, n)J - [(1 ,1 ) j = f(m,n)J + L(1,1)J
(why?) = [ (m+1 , n+1 )J Hence a-0 is a positive integer iff 
n+1 m+1 i.e. iff n < m. iience

n > 0 for n=1,2,3,4,...
Hence a 7b iff a-b > 0 
;.e define a < b iff b >a.

1ne trichotomy law ; Given any two integers a,b in 1 exactly one of 
a = b, a \ b, a < b 
holds good.
Proof is left as an exercise.

Exercise :
1. Prove cancellation law of multiplication of integers viz.

x, y, z G I, z / 0, x.z. = y.z x=y

2. Prove that for all a,b,c in I
a) a.O = C.a =0 b) a.(-b) = -(a.b)
c) a.(b-c) = a.b - a.c

3. Prove that the operation of subtraction is not associative.
4. prove that (i) (-a) «r (-b) = -(a+b)

(ii) (-«) . (-b) = a.b

5. Prove: If a,b E 1 ano a.b = 0, then either a = 0 or b = 0.
(m commutative ring with multiplicative identity with the
property a.b = 0 a = 0 or b = 0 is c ailed an Integral 
domain. Thus, the set of integers is an Integral domain).

6. If a,b,c,d, C. I> prove
a) -a > -c if a <c
b) a+c b+d if a <b and c <d
c) a b+c —p a-b <c
d) a-b = c-cl<=±>a+d = b+c
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7. Prove that if a,b £ I and a <b, then there exists c € I+ 
such that a+c = b.

8. Prove the following if a,b,c <= I.
i) a+c <. b+c^a <b

ii) If c > 0, a. c < b. c a -4^ b
iii) 1^ c < 0, a.c < b.c<^a >b

9* Prove that there exists no integer n such that 0 < n <1

(Hint: If possible let there exist an integer n s.t 0 < n <1.
Het m be the least such integer. Then m < 1 /. m.m <m.1 (•• m >0)

* 2 - 2• . m < m /. 0 <m < m < 1 ) •
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THE IIhTUJU NUMBER SYSTEM

Motivation : Having defined the set of integers 1, addition and 
multiplication on I, we would like to see whether equations like 
mx = n where m and n ere integers have solutions for x in 1 ?
If we consider the equation 2x = -6, it has a solution for x viz. 
x = -3. However, the equation 3x = b has no solution for x in I.
Or, in other words, there exids no i in I such that 3.i = 5. The 
ret of integers/thercfore inadequate or defective for finding 
out solutions of equations of the form mx=n, m,n £. I. Hence we 
try to find a set 0 containing I as a subset and in which every 
equation of the form mx = n, m 0 has a solution. (Note that 
if m = 0, then 0.x = r, forces us to conclude that n = 0) .

How do we go about such a task of finding a set Here again
we take the help of an equivalence relation, he consider the set 
of ordered pairs of integers { (m,n) | m,n <z I, n / oj and introduce 
a relation ' as follows :

(m,n) (r,s) iff ms = nr m,n,r,s, (E I
n / 0, s 0

IJow we see why we have taken the second entries to be non zero.
If we allow the seconc entry to be zero, then b. definition (1,0) (0,0)
and (0,0)-tz (0,1) and if we want ‘/v* to be an equivalence relation, 
by transitivity, we get (1,0) .^'(0,1) and hence 1.1 = 0.0 i.e. • 1=0
which is absurd.

he can easily verify that ’ ' is an equivalence relation.
Let the set of all equivalence classes und.er this equivalence rela
tion be denoted by Q. Then L is called the set of rational numbers 
and each element of Q is called a rational number. he identify the 
integer m with the rational number [_(m,l)J by considering a map

: I —defined by
'L (m) = l_(m,1 )] ; m £ I.
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Then,
^(m) = £(n)=^ L(m,l)J = [(n,l)j 

m.1 = n.1 m=n

Hence is a 1-1 map. Thus I can be considered as a subset of
Cj. »<e will see later when v/e define addition and multiplication 
as (1 that these operations are indeed extensions of addition and 
multiplication of integers.

be write the rational number £(m,n)J as or m/n.

Addition anc ;.,ultiolicat ion on q

For L(n»n)J » Cr»s)3 6 q we def ine
L(n,n)J + [(r,s)J [(ms + nr, ns)J (G q

and E(rn,n)J . [(r,s)] = [(ran, rs)J (£ q

Hence + , . are binary operations on q. if in particular
and t(r,s)J are integers then we can take n=1 and s=1 .

[(m,1)3 +[(r,1)J [(m+n, 1 ) ]
[ (m, 1 )J . [(r, 1) j [(mn, 1)J

ana hence the addition and multiplication of rational numbers is an 
extension of the addition and multiplication of integers.

Properties of addition and multiplication of rational numbers :

For [(n,n)'] , [(r,s) ] ? L(u,v) ] £ q
1. |_(m,n) ] + [(r,s) J G q

i.e. p,q G: Q =?p+q £ Q (Closure law of addition)
2. {|_(m,n)J + L(r,s)] } + [.(u,v)J

= [ (m,n)J 4 { L(r,s) ) + [ (u,v)J j 
i.e. (p+q) + r p+ (q + r) for all p,q,r Gq. 
(Associative law of addition).

• t (m, n)] + 1(0,1)J
L(0,1 )3 + L(m,n)J
[(m,n )3 + L(r>s)]

■^=xf( m. s + n.r, ns)J
(m.s + n.r, n.s)

•^(m.s + n.r)*n =
2m.sn + n.r = m-

—p m- n - s + n»r = m-

= [(rp,n)J 
= L‘(m,n) ] 

= £(m,n)]
= Um»n)J
^(m,n) 

m- n-s
n. s

m- n -s

3
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--r> n -r = 0
2

r = 0 since n ^0 (Recall that v/e have proved that a.b = 0
> a = 0 or b = 0 in 1)

■ '’L(r,s)j = L(O,sj] = 1(0,1)}

Note that the integer 0 is identified with the rational number [(0,1$3

Hence there exists a unique rational 0 such that 
p t- o = p = 0+p for every p* in Q.

(Existence of identity element w.r.t. addition).

4. [(m,n)"] + [(-m, n)} = [(0, n2)^ = [(0,1)3 = 0
L (-m, n)^J + ]_(m,n)'^ = L(0, n2) j = [(0,1)^ = 0 

/vlsO ,
[[(m,n) ] + L(r ,s )=0 

—[ (m.s + n.r, ns) [J = |_(0,1)~A 
—(m.s + n.r, n.s) -x- (0,1)
-----m. s + n.r =0---r
____n.r = -m.s

(r,s) ^(-m,n)
(_(r,s)'}= Y'(-m,n)

lienee given p C 0, there exists a unique q q. E such that 
p+q = O = ci+p

(Existence of additive inverse).

5. [(m,n)"\ + L(r,s) = \(m.s + n.r, n.s)'\
= [ (s.n + r.n, sn)'3 
= t(r.n + s.m, s.n) "3 
i f(r ,s)‘J + [ (m,n) J

Hence, p+a = q+p for all p,q in (j.
^Commutativity of addition).

6. [ (m,n)~\ . l(r,s)
i.e. p,q (2. r^>p.q £ C (Closure law of multiplication).

7. ^(m,n)j . [(r,s)J^(u,v)‘J

= ^(m,n)j .^((r,s)J . ftu.v)!!,
i.e. (p.q).r = p.(q.r) for all p,q,r in C.
(Associative law of multiplication).
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8. . HU)} = C(m»n) 3
LU,1)3 • L(m,n)] = [(n,n)3

Mlso, f(m,n)^. [(r,s)3 = \~-»n)3

.*~b\(mr, ns ) \ = [(m,n) j ^nrn = msr. -=r?r = s ^?((i , s) J = [( 1 » 1 ) "]
Observe that the integer 1 is identified with the rational number 
^(1,1)1- Hence there exists a unique rational number 1 s-t.

p.1 = p = 1.p for all p in C 
(Existence of identity w.r.t. multiplication)

9. If C(m,n)]^ 0 (i.e. if m 5 0) then

t(in,n) ) . [(n,m)J = [(mn, nm i = ](n n, mn)] = [(1,1)] = 1 
ano y(n,m)j- Q(m,n)] = j_(nm, mn)] = K~n, nn)] = [(1 ,1 ) ] = 1 

nlso ,
Qm,n) \ . V(r,s)J = 1

^>[(mr, ns)] = 1 ,1 )]-^>ii.r = ns mm.rm = sn ^j(r ,s ) j-|_(n ,m) j .

Thus, given p / 0 in 14, there exists a unioue q in L s.t. 
p.q = 1 = q.p

(Existence of multiplicative inverse of non zero elements).

10. [(m,n)3 . ^[(r,s)] +
= [(m,n)J . [(r,s)'] + [(m,n) ] .[(u,v)] (Prove\)

L(r,s)] + [(u,v)j j. [(m,n)J 

= [(r,s)] . [(m,n)] + Rr,s)'] . [(u,v)]
i.e. p.(q+r) = p.q + p.r

(q+r).p = q.p + r.p, for ail p,q,r Q
(Distributive law of multiplication over addition).

a commutative ring (H, +, .) with a r.uit iolicative identity, in
which every non zero element has a unioue invers-e w.r.t. the operation

is called a F ield. Thus the set of rational numbers Ci is a field.

Subtraction and Division on e :

Subtraction and the division • 4’ are defined as follows :
L(m,n)l - L(r,s)] = L(m»n)] + {_(-r,s)J 
for all [(m,n)j , [(r,s)] in E

[_(m,n)]4-(_(r, s)J = L(m,n)j . L(s,r)]
for all |\m,n)] ^((r,s)]^ 0 in q.
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Oraer Relation on o :

h'e say that a rational number ^(m,n)3 is uositive if m.n is a 
positive integer. Given two rational numbers [(m,n)J and[(r,s)j 
we define [(m,n)3 > |_(r ,s if [(m,n)] - l_(r,s)3 is a positive 
rational. 1 hen we see that a rational (_(m,n)J>o iff (_(m,n)j is 
a positive rational ana that given two rationals p,q £ q.

p > q iff p-q > 0

We def ine p < q iff q > p p,a <c G-

ihen we can verify that ' > • is transitive but neither reflexive 
nor symmetric. Further given p,q G exactly one of

p = q, P>q, p < q
holds good (The Trichotom> law). Hence G is an ordered field.

Exercises :
1. Show that addition and multiplication are well defined on G.
2. Prove associate laws of addition and multiplication on G*
3. Prove distributive law of multiplication over addition on Q.
4. Prove the Trichotomy law on G»
5. Prove that if x and y are positive rationals with x z^y

then - >—1 . 
x y

6. Piove that if x and y are rational numbers with x < y, then 
there exists a rational number z s.t. x<z <y.

7. Prove that if x and y are positive rationals, there exists a 
positive integer p such that px y.

8. Prove that if x,y£ G and x.y = 0, then either x = 0 or y = 0.
9. If x,y,z <1 G> prove

a) x+z y+x<^>x Y
b) when z >0, xz < Y7- * < Y
c) when z < 0, xz yz-,^--^ x > y

10. Piove that if a and b are positive rationals with a < b, then
2 p

a <G a.b b.
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THE REAL tOtDEH SYSTEM:

Motivation : Let us recall what we have done so far. nxiomatically,
v.e uefined the system of natural numbers N. Then noting that given.
any two m,s N> m+x = s may not have a solution in N, we constructed
a set I of integers containing N as a subset, in which the equation
m+x — s, m,s G-_ I has always a solution in I. Then we ocserved that
the equation mx = s, m,s£i, m/0 does not always have a solution
in I, v;e constructed a set C of raticnals containing I as a subset
such that mx = s, m 0, m,s Q always has a solution in Q. Having
constructed the system of rational numbers Q, \.e ask ourselves
whether c has any inadequacy or defect as observed earlier in case of
N and I. In fact, the situation in G is not about a single defect, but
about plenty of defects. For example, just to crive a few :

21. The equation x =2 has no solution in (;. Similarly the euuations
2 2 333x =3, x =5, x =7,...,x =2, x =3, x =5,... have no solution in C.

2. The circumference 77 of a circle with unit diameter is not a 
rational number. in fact, even TT^^G, TT^ L TT does not

satisfy any polynomial equation over C.

3. Lim (1 + y-
w—>co n

term (1 + - )n 
n

) ,n £ I is not a rational number though each

is a rational number.

Rational ucale : Consider a line L. Fix one of its points and label
it as zero. Using a proper scale (i.e. b. choosing a unit) attach 
non zero elements of q to the points on this line. Cali the points of 
L attached to a rational number as a rational point. This line L is 
called a rational scale. ».e will nov; see that not every point of the 
line L is a rational point. For this consider a line L’ parallel to L 
at a distance of 1 unit. Choosing 0 as centre, draw a circle C with 
rauius equal to 2. Let the circle C cut the line L’ at F as shown.
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L

— L

Lrop a perpendicular Pl f:w;., p on L. Note that OT = 73 and hence is 

not a rational number. Hence 1 is not a rational point. nence 
there are points in L whic.n are not rational points. Ur in ether 

words there are some gaps _n the rational scale L. The real number 

system is constructed in such a way that there is nc cap on the 
rational scale. Ur in oth«r words, each real number can b: represented 
as a point on the line L and conversely each point on the line L
represents a real number, 'he method used for the purpose is known 
as netued of bedikind cuts. However, v.e will not discuss bedikind cuts 

here. The set of rationale Q can be imbedded in L, the set cf real 

numbers. Following bedikir.d’s construction of R one can show that R 
is a field, /..oreover as in case of U, we can introduce an order 

relation on n and ti.is oroering satisfies the following two properties 
in at dition to the Trichotomy law0

1 . bens ity property j Fcr each r,s £ R, r-< s, there exists t £ Q 
such that r << t < s.

2. Archimedlean property : For each i,s g- IU , with r < s, 
there exists n £ I+ such that nr > s.

In audition to the above properties, the set of real 
numbers also has completeness property viz. "Every non empty subset of 
ii bounded b&low has a greatest lower bound in R and every non empty 
subset of R bounced above has a least upper bound in R”. Thus, the 
real number system R is a complete oru-red field.
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VECTOR mLGEBKA
Introduction: The study of vectors is greatly motivated by problems
of a physicist, and engineer and a geometor. The vector methods in 
the hands of an applied scientist is an effective and elegant tool 
which brings about economy of computation (which is otherwise 
messy and laborious) and grace. The notion vectors and their 
methods are being used in a variety of branches of knowledge 
mechanics, electricity ano magnetism, engineering to mention a 
few well known ones.

The origin of this branch of mathematics can be traced to 
early attempts to find geometric representation of imaginary 
algebraic quantities, which are revealed in the works of a Saviian 
Ircfesior, John Wallis (1616-17C3), a Norwegian surveyor - Casper 
tassel (1 745-1 81 8) and J.R.^rganc. william iiovan Hamilton (1805- 
1865), an Irish Royal astronomer cf the University of Lublin 
invented what are called as Quaternions. whose algebra is 
coi s ar.-ble .o that cf vectors, bur which is a generalisation of 
vectors in some sc-nse. Vector algebra, like quaternions , can be 
considered as a branch of 'Jwulriple ,Jgebr Herman Grassman’s 
(1809—1877) - a German mathematician, great work is specially 
concerned with vector algebra. Professor J.t.Gibb's (1839-1903) 
vector algebra is based on the fundamental ideas of both Grassman 
and iia.mil ton and is found in most texts dealing with this subject.

Dasic terminology and notations :

Representing a vector-Notations

vector has b <th magnitude and direction. It is represented 
by a directed segment as shown in Fig.1.
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This vector is denoted by OA. The arrow shows the direction and 
the length O.-» is the magnitude of the vector Ca.

0 is the initial point (or the tail) ,nd m is the end point (or the 
terminus) of OX. The magnitude of OA is denoted by |0a|. By defi
nition, the magnituoe of a vector is always a non-negative real 
number i.e. | C a | - 0 always.

zv vector is also represented by the notation a, a being the 
magnitude of the vector. The vector T is renresentec by a oirecteu 
segment of length a drawn in the direction of the vector as in Fig.2 
The magnituoe of a is denoted by |a| or a (without arrow-heao).

The magnitude of a vector a is also 
which is a vector, |~’| is a scalar

calieo its length, 
(or a number),

Unlike a

Note :
1. /a directea-segment being a part of a straight line, the straight 
line itself is called the support of the vector.

2. any two directed segments of the same ien th drawn in the same 
direction represent the same vector.
Such vectors are called free-vec tors.
3. In contrast two vectors which are treated as different from each 
other even if they are represented by two directed segments of equal 
length, drawn in the same direction, are called bound vectors.
4. In the course vectors are considered are free-vectors.
5. In representing a free-vector, any point of the plane can be 
taken as the initial point of the oirecteu-segment.
6. any two vector can be represented by directed segments with 
the same initial point, without loss of generality.
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2« Collinear Vectors : Vector represented by directed segments
which are parallel (or along the same line) are called collinear 
vec tor. Vectors which .-re not collinear art called non-col linear 
vectors.

Consequently, any two collinear vector have either the same 
uirection or opposite directions, ano

7
<--------------------------------- v ,

I r j

In Fig.3, the vectors *x, y and z are collinear vectors.
(i) x and y have the same direction. Such vectors are called 
like-vectors.

(ii) x and z (or y and z)have opposite directions. Such vectors 
are called uni ike-vectors.

Any two collinear vectors are either like-vectors (i.e. h.ive 
the same airection) or unlike-vectors ti.e. have opposite directions

of them have the same or opposite directions).

r
(i.e. no two

Note: 1. Any two like vectors differ in their magnitudes.
2. Equality, zero vector, negative of a vector and unit vector

and scalars.

i) Two vectors ”ab and b having the same magnitude and direction
are called eoual vectors and we writ»»’a? = b?.

ii) Zl vector whose magnitude is zero is called the zero vector 
denoted by 0. Ils direction is undefined. Consequently, 
the zero vector cannot be represented by a directed segment.
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a vector a which is not 0 is called a proper or non zero 
vector. However,, v.e use 0 to denote the zero vector as well 
in these ’ .

iii) Given a vector?, the vector having the same magnitude as a 
but opposite direction of a is called the negative of a 
denoted by -a\

a vector and its negative are represented by two-rdirected 
segments of equal length, drawn in opposite direction as shown in
F i q. 5 .

*- A <- -7^.
— r-'iS

-S'

i’.'l

ho te 
ti)

(ii) 
I iii

Given a vector a', a vector which has unit magnitude and is 
collinear to a is called a unit vector along a'.

A unit vector is essentially one having unit mannituce (i.e. 
on magnitude is 1). i»e denote a unit vector byza.

Then | ^ | = 1
* ________ o’____ I’a
X-

c
r

CL
•:) (-•

a and b arc both unit vectors along a.

zk vector? and its negative -a are unlike vectors. Therefore, 
they are colline<ir vectors.

vector a and a unit vector a' along a are collinear vectors.
) Scalars have magnitude only (but no direction). They are

merely real numbers.

Coerations on Vectors :
Definition: Let a’ = 0 , % and b = a B be two vectors. Then the
vector represented by 0 B is called the sum of ? and b.

• ?
Then we write LB = a + b’ .
In other v.ords, O.-» + AB = CB.
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Multiplication of a vector by a Scalar - Scalar multiple of a 
vector.

Definition: Let a be a vector and 1: a real number, /i vector b 
which is collinear with a having the magnitude |K| |a| (i.e.,|k| 
times the magnitude of a> is called a scalar multiple cf a by K. 
he then write b = k a.

if k/0, a and b are like vectors fig. ’“J (i) ano if k<0, 
a and b are unlike vectors.

• - \J 11 i\
- I/\d - fl

L k - k/ a. 1 t-h

k <> '' k < n— > r b

7'>>Mote:
i) In particular, 0 is a Scalar multitie of any vector a since 

0' = Gal
ii) If a ano b are proper collinear vectors, then one is a scala 

multiple of the other i.e. b = k ei for seme scalar k.

iii) Conversely, if'o is a scalar multiple of a< then a’ andb are 
collinear vectors.

iv) Each vector a is a scalar multiple of itself since we can 
write a‘ = 1 a .

Se summarise the properties of vector audition and multiplication 
of a vector by a scalar.

Let V denote the set of all vectors. Then,
1« vector addition is a binary operation on V.

i.e. W -** ’ • —X  >
for a,b l-v, a + b < V.

o w—
a + b = b + a

3. For a,b,<? C V, (a + b) -» c = a' + (b+c)

4. For
"a’ +

—s “ *a C V, the zero vector 0 satisfies
« -» • >0 = a = 0 + a
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5. For each a £ V, —a Cz V has the property a + 
-a is called the negative of a.

(-a) = 0 = -a + a.

6. Multiplication of a vector by a scalar is a 
V. i.e. for any scalar m and a^ C-V, ma;’£V.

binary operation on

7. For any scalars m, n and vector a?
(m + n) Tr’ = m a^ + n a"1

8. n (na) = (m n) a'

9. For a, b C. 7 ana any scalar rn 
m(e+b)=ma+mb

10. 1 a = a for any vector a C_ V.

1 1 . 0 a = 0 for any vector a c~ V.

Position vector of a point w.r.t. an oriain •

Lot r be a point, and 0 be the oricin of reference. Then the 
vector CL is callee the position vector of P w.r.t. 0 as the 
o rigin.

Given the position vectors cf tv/o points P anc c w.r.t.
0 by a = CF , b = Oc, then

PC = OC- - CP = b - a

i.e. Pc = Position vector of c - Position vector of P
or Pc = The position vector of the end- The position vector of tie 

L..'i

In particular, the position vector of the origin is 0 always. 
Equivalently, the position vector of a pointw.r.t. itself is 0.
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Expre s s ing a vector in t;erms of two given non col linear vectors - 
Linear indepenoence ano depenuence of vectors,.
. .
1) Let a and b be tv/o non collinear nc 
vector in the plane of a'and b.
Taking Om = a’ ano 05 = b.

Let | ] b and PB I | a 
as shown, where CP = ~c .

Then 0/%.and Om are 
collineai so that C r x. • r As - Xfty

Some scalar x. Similarly, 
OB'* = OB = Jb’

for some scalar y (because 
0!3j and OB are collinear 

vectors.

4^ • *1.

Now C = CP = Om + A.P =x a' + y bi
x and y being scdars.

Then we have c = x a + y b

-  » * ^“4 — ~ T
befinition: (1 ) x a + y b' is called a line .r combination of a and
b, x,y being scalars.

><e have proved the following result - Given two non-collinear 
vectors, any vector in the plane of the given vectors can be 
expressed as a linear combination of the given vectors.

_ - __ \ —J ----) ---- "> —
In particular we can write a = 1 a + o b and b = o a + 1 b .

ii 5 if *a? and ”b are non-collinear vectors and x a + y ~B = 0, then 
x = y = 0 and conversely

a) Let a1 and Id be non collinear vectors anc \ a? + y t? = 0.

he have to prove that x = y = 0. Let if possible x ^0.
Then x T + y b =0 x a = —y b

or a = b = K b, K = - y/x

Hence a’ and b are collinear contrary to the assumption that a and b 
are non collinear.
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-5
(b) Conversely, assume that x a + y b' = 0 implies x = y = 0.
\<e need to prove that, a and 1? are non collinear. Contrarily if 
we assume that a and b are collinear, then a = K b for some K*

Then x a’ + y b = 0 becomes ( "xK + y) b = 0 
-=^*_K + y = 0

Contradicting the assumption that xa' + yb = 0 x = y = 0

Definition (2) : Two vectors*? and b’are said to be linearly 
indepencent
if x a y b = 0 implies x = y = 0

in the light of what is already proved, we have - two (non
zero) vectors are linearly independent if and only if they are 
non-collinear.

Definition (3) : Two vectors a and b are linearly dependent if they 
are not linearly indepencent. Then x a + y b = x = y = 0.
Equivalently x 'a r y b = 0 implies that atieast one of x and y is 
non zero.

Consequently, two collinear vectors are linearly dependent.

iii) If a and fc> are non-collinear vectors and T: is any vector in the 
plane of a and b, then c = x a' + y b and x,y are unique real numbers.

The first part that C = x a + y b for real x,y in already proved

we prove that x,y are unique. Let if possible,
■77' —» — \ \ v-»

C = xa + yb = xa + yb
—1__ 1 -•>

Then, x a + y b = x a+y b
i.e. (x-x1)',r+ (y-y1 ) b = 0

But a and b are non collinear.
Therefore, x-x1 - 0 = y-y1 or x-x and y=y .

Hence x and y are unique real numbers.
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The concepts of linear dependence and independence can be 
extended to more than tv?o vectors.

Three vectors "a , b , c are said to be linearly independent 
of xa + yb + z c = 0 v.here x,y,z are scalars , implies x=>=z = 0.

_ , _  . •->
The vectors a , b, c are linearly dependent if they are not 

linearly indepenoent. Consequently, T, b, c are linearly dependent 
if xa’+yb + zc = 0 implies that not all x, y, z are zero.
(i.e. x a1 -i- y b t z c = 0 x=y=z = 0).

In the light of the results, v.e have proved

1. ,my three coplanar vectors are linearly dependent.
2. /»ny three vectors which co not lie in a single plane are 

linearly indepenoent.

Vectors in the Cartesian Plane 2 3- R and the Cartesian Cnace-ii

i) Position vectors in R2

a point p in the Cartesian plane - 
2 .R is identified by its coordinates 

(x,y) and we write F = (x,y).
Let i denote the unit vector 0,’ 
along the x-axis and j denote the 
unit vector OD along the y-axis. 
Drawing PL. X to ax and PI J J- oy,

Since P = (x,y) , CM = x, Oil = y
—’ • \ -—\Then CM = x i, ON = yj'

CP = Qfu + MP = Of/. + CN = xi + y j 

OP = x i + y j'

Therefore, the position vector of P = (x,y) is x i + y j.

(x ,y)’ (xi+y'J) is a one-one corresponoence so that the 
position vector of P can be taken as (x,y) or xi+ yj\

x - \ . \
In particular, i = 1.i + o.j = (1,0) and j = O.i + 1.j = (0,1).
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ii) Position vectors in R

M point F in the cartesian space - 
coorciinates (x,y,z). Let i,j and k 
be the unit vectors along ox, oy 
and oz respectively.

Then taking P = (x,y,z)
OL = x, QM = y and ON = z.

Hence OL = xi, Ol.f = yj , 01 / = zk.
Oq',= OL' + Lo'' = CL + GI.l = xi + yj

CP = OC + CP = xi + yj + ON = xi+yj+zk

-bj. nTherefore, the position vector of P =(x,y,z)■»- * A . \ » \
is CP = xi + yj + zk.

(x,y,z) —-? xi + yj + zk is a one-one correspondence so that the 
position vector of P can be taken as (x,y,z) or xi + yj -r zk.

3,. I; c..hr

».cl

li —P o i -+• o k ~ (i.o. (,)
Cn 4. i y -+ r» k — ( L-» | . q 

r c ' ,k *■- (n,. 9

s ummary :

1. In II , any point P (x,y) has its position vector as xi+ yj.
Thus the position vector of any point can be expressed as a linear 
combination of the unit vectors i and j.
\ - v 2i and j are called base vectors in R . These base vectors are 
linearly indepenuent.
2. In R^, any point P (x,y,z) has its position vector xi + yj + zk. 

Thus the position vector of any point can be expressed as a linear
- > . \ • v

combination of the unit vectors i, j and k. These unit vectors 
i, j and k are called base vectors in R . These base vectors are 
linearly independent.

-- V •"» • \ A ■.
3. Given the position vector OP = xi + yj + zk, the vectors xi, yj
•nd zk are respectively callea tjie x—component, the y-component and 
the z-component of the vector Cf •
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Application of vector nethocs :

1. Show that the diagonals cf a parallelogram bisect each other

Let the sides Cm and CD of the I'J gm, 
represent the vectors s’ and I? 
respectively. Let the diagonals 
intersect at L.

d
Now OU = a + b anc Ba = a - b 
Bb and bn are collinear. Likewise 
Ob and OU are collinear.

Therefore, CL = m, IX? = m (ab) 
and BL'= BA = n (a 7 - ‘ ) 
for some scalars m and n. 

in the triangle 05b, OB + "BL = "55 
b\ n (a? - b) = m (a‘ +T>)

1. e. (n - m) a ■+ (1 - n - m) b = 0

Since a and b are non-collinear (and therefore linearly independent) 
vectors, the eauation implies n-m = 0, and

n = m = y,r

Ou = CO anc Bb = y2 Ba

Taking the magnituoes Cb = ) 2 OU and Bb = )'2 Ba. Hence the 
diagonals bisect »ach other.

2. prove that the medians of a triangle are concurrent at a point 
which trisects each median.
Let Cm = a and CB = b.
Let U, b and L be the mid 
points of the sides of the Ak 
OaB as shown in the figure.
Let and BC intersect at G.

Then uu = ) 2 u7? = ’/2 and 

Ob = V2 OB = }'2 F;

Now CU = OB + BU B^ = UU - CB 
or BU = )'2Qo — H , bG = □ BU -|*c> Sum* yccjav aa •
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CG = C8 + BG = b?+ m (y2 a* -

or co = '21 a - - (?»)
x

, j\Lj — OL — 0/v = 1 b - a 

T aking 7?g = n • aTS — n (AiV-tC

OG = O/v + ZvG = a + n^p_^> ll )

or CG = (1 - n) +• n b' - - - (iii)

(ii. ano (iii)^OC?
z_

= v»i a +
2.

(1 -rn) b' = (1-n) a + n b

\Vt = 1 - n and 1 - ni = V\_
p -

TL _ , •x __ t
m = n - 2/3 /, OG = 1 /3 (a7 + t>) = 2/3 OL ... frcm (i)

Hence OG and CL are collinear •

Therefore, the medians intersect at G.

Lastly, since OG = 2/3 OL
OG = 2/3 OL

or CG/GL = 1/ or OG : GL = 2: 1 

Thererore, G is a point of trisection ot each mecian.

3. ;• 
are : 
a qu.- 
L enc' 
takir

CU =

rove that the mid points of the sides of any quadrilateral 
;he vertices of a parallelogram. Let m,B,C,L in the vertices of 
trilateral with position vectors a, b\ c'and di
.inu the mid points of the sides by P,o,d,S, 
tg some point 0 as the origin 

*a, 03 = b, OG = c and CL = d.

—*?cr

op. z os’
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aC = C - T (i) 7? = OQ - OP = }'2 (?-a) ...(ii)

and SR = OR - 03 = )'2 (0 - a)
)'2 7c = SR = CP. ft | | SR andjpc’k jsR

... (iii)

Hence PgRS is a parallelogram.

4. aBCD is a quadrilateral, L and F are mid points cf EC and CD 
respectively. Show that EF is parallel to and half of ED.
Let a = 0,\, S = OB, c* = 00 and a = Ob.
ED = CD - OB = 7? - ~b - - ' G) 

oe-^C^ + c) o? = £ Co7* J7J

E? = OF -’oh •

or EF = -^ C ci - L> J —■ ~0 O

(i) and (ii) EF = }'2 ED
lienee EF | | BD and EF = V'2 "ELJ.

- *•»
5. If a,b, c are the position vector^of A,B, ano 0, show that
the position vector of the centroid of A aBC is a + I? + "c”

q

Then CL = V2 (a + ' b)

G being the ceniroid of A a BO 

Hence by section formula,

—s 
CG =

OG =

A Fc 4- i- o E

A'
o

3
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6. In a quadrilateral, the diagonals bisect each other. Show 
that the quadrilateral is a parallelogram.

—» —' ■—'Let a, b, c, d in the position vectors w.r.t. 0, of the 
vertices a, B, C, D of a quadrilateral.

If the uiayonals bisect each other at E,
—K --------------k*

then OE = C /\ -HOC 
Z

cTft + ct 
x

C r 0 t - xJ—L
2_

_ a?OE =
X -a—X

Hence "a? + '7? = tT + d 
a —> —j —■, 
a - b = d - c

Ba = LC. Hence Ba = LC ana Ea||LC.

Therefore, AUCL) is a pnral lclogr.un.
- -s -’•>7. a and b are the adjacent sides of a regular hexagon zxBCDE 

Express the remaining sides in teims of a7 ana ~b.
Let OA = a’ and rtB = S.
Then OB = a + b 

OC = 2 S 
BC i OC - OB

• —.-s •-» • -»
BC = a- b, = b - a

Since CL) and Q? are equal ana parallel,

CLJ = - a*

III'/ LE = -b

and E0 = -BC = a* - bo

Hence O.i = a\ nB = b, BC = S - a', t. &
^-LACD = -^a7, lE = -b and EO = a - S. 17
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8. bhow that any three coplanar vector are always linearly 
dependent.

Let "a*, b and c be any three coplanar vector. If any two of these or 
all of them as collinear, then obviously they are linearly depencent 
Suppose a and b are non collinear.
Then we can write c = m a + n b for some scalars m and n. 

ma + nb-c = 0
Then we have by definition of linear dependence,
a, b, c are linearly aependent.

9. Show that for any point 0, a system of concurrent forces 
represented by C/%, OB, CO is equivalent to the forces representea 
by Ob, OB, 00, u, B, F being the mid points of BO, Oa, aB 
respectively.

Let O,% = a, OB = b, OC = c
-_S -A
<L-F a—' •r’ .Then Ob = 1 c OB = OF = a 4-

OU + OB + OF = "a+ b+c> = oT, + OB + 00

10. b, E, F are the mid points of the sides BO, Ca and AB of a 
triangle ABO. Show that the resultant of the three concurrent 
forces represented by Ab = ~ Be and IcFis 2 aC.

The medians are concurrent at G(say)
^BB = BG (by the property of the 
3 centroid)

Similarly, 2-OF = GF.
Now 7t7 -F'ABk + L- OF 

.3 -a 3
= j + BG + GF
= + BF = AD + Fa (F is the mid pt.of

since Fb is || to /\Z 
and }'2 of aC.

= Fb = L. hC
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Self Test and Assignment ;

1. Which of the following are Scalars and which ones are vectors 7 
a) weight, b) specific heat, c) density, d) volume 

g)momentum,e) speed, 
i) density

f) calorie h) energy
j) magnetic field intensity, k) work done

1) temperature.

2. ABC is a triangle in which AB = c and AC = b. AD is the 
bisector of a meeting EC at D. Express A0 in terms of ~ET and 'c'>.

3. Show that -6a" + 31? + 2c, 3a-23 + 4c*, + lb + 3<? and

-13T+ 1?6 -"c are coplanar vectors.

4. ABCDis a quadrilateral in which AB = AD. and AYA
bisect BAC and DAC respectively, meeting EC and CD at X and Y 
respectively. By vector method show that XY || BD.

5. If 1 = (2,3), t? =(-1 ,b) find (,,) 2 t + 3 "b, b) - 231 and 

c) a unit vector along 2^ - K.

6 . If ”a = ( 1 ,1 ,-1 ) , Id =(4,1 ,2) and c^ = (0,1 ,-2) show that 

(a^b) = 3(c-a).

7. a* and tT are the adjacent sides of a regular hexagon. Express 

the remaining sides and the diagonals of the hexagon items on

a and b. '

8. If and are non

Show that x = y =
.—4

9. If a, b, c are non

illinear vectors such that x + y V = 0.

Dplanar vectors such that xa + yb + = Q

show that x = y = z =

10. Given’a* = (2,-1,l)> b = (1»3,-2), c - (-2,1>-3) and 

7?= (3,2,5) find x,y,z such that 

d = x?+yb + zc*

1 1. Find a unit vector along the resultant of

= 2i + 4j - 5k and b = i + 2j + 3k.
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12. a, 6, c are non coplanar vectors find whether the vectors

2a - 3b + c, 3a - bt) + 2z and 4a"- bb + ?are linearly 

independent or dependent vectors ?

13. DBF are the mid points of the sices of a 6 ABC. Provez r
that for any point 0 inside■— -A —> —* —s.
OA + OB + OC = OD + OH + OF

Does the result hold if 0
ABCD is a parallelogram. P
CD respe ctively. Prove by
trisect the diagonal BD.

t he le,

is outside the 2ile ?
and p are the mid points of BC and 
vector method that AP and AQ

1b.
.—3 . -- 7

Show that a = (a^, a2» 13 = (bp bQ,

c = (Cp c^, co) are linearly independent

bg) and 

iff

= 0
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Multiulication of Vectors :

Scalar and Vector Products of two vectors :

(.Scalar product of two vectors :
Let a and b be two vectors \/hich induce an f«n;le '*^9

ne define the scalar ..roduct 
rfof a ano b by 

a.b = I .• I lb co s 0
A

The nuitii licativn defined above is an eperati-n on vectors 

is culled scalar multiplication or vectors.

The product is also called the act predict of a and b.

Note :
-s •—>

1. a . b is a scalar (i.e. a ie,.l number) ano not a vector.
2. If d ano b are perpendicular vectors, then cos 1 = 0 

so that a . b = 0.

6.

Conversely, if a
._i -A

then a ano b arc
ci nee |cos £ 1 u

If £ = 0 or r
are c. 'll in ear tne
Since cos (—d ) =

a . o = | a| • r

—>
. a

conversely.

b

|b|

a anc

8. Per any vector a', T . “* = | a* |

—~~^n Interpretation of a . b :

.Let cT be a force unoer which a 
particle on which it acts, moves 
through a displacement b .



Then the comecnent of the force
A —--- ■*»

s in the direction of b = OK 
and c£ = | “a cost;

Then the work done by the force 7 
in moving the particle through 
the displacement "b = | OK j

= | "31 cost* | b =
] a | | b I c; s 0 — a.b

ii) If O/v = £ end 05 = tf drawing 
of a on b. | 0— | = | □ | cost? = —

or the projection of a on b = ——
I *■'

similarly, the projection of b c.n

Combining these
The projection of a on"! X | b = 
= (The projection of b on a) 

if a* _L b, tne projection of ere

13)

h ___ 3, OK is called the projection
~— I I I b I c °s S 

- (T . b)

a = —--------  ( . 6)
! |:

a . b

vectcr on the other is zero.

vC.lar croquets of the unit ve::::; k

he recall that the unit vectors 
i,j,k are mutually at right angle 
being the unit vectors along the 
x, the y ano tne z-axes respect!v 
Hence, we fine
1 . 
2. 
3.

i . i =

j- j 
k.k

= j2 
= k2 = 1

1

1 k''

i. j = 0
j. k = 0
k. i = 0

~X_ C4-)
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V<e put the above information in the multiplication table.

Properties of dot products :
i. For any three vectors a”, b’, c

a ' (b + c) = a ’. b + a* . *c’
Taking a\ c as shown in the 
figure (5).
\*e observe that
CIJ = The projections of UL on a 

= p| Tf . (b + <*) - - - (|)

/vlso CN = 0M + MU = Projection of ’b

I a I I ci
From (i) and (ii),

(-•?) - - - Ci;

i •-/ -r) --'j\ J__ ( cC * P> ) , _]—- f 6^ i c?)

+•? ) - o-VC -v ■^.c'7

This propexty is called the aistributive property.
In general, '~a . (*b?+c,+ a’>+ei+... .) —

? —»  4   1    —l>a .b + ct . c + a . ci + a . e + ..........
ii) It is already noteo that

—} -t —f ,_ *,
a . b = b . a for any two vectors a ana b. ihis property is theI
commutative property.

._x —riii) For any scalar m and vectors a , b
m ( P . b) = ( ma* ) . b = a* . (mb’)

iv) 0 0 for any vector 'a
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Summary of the Properties :
. *7) 7? —> •-*>1. a . b = b . a for any vectors a ana b.
2. a .(b + c) = a . b + a . c for any vectors Yand c.

3. m (77* . b) = (m ^) . = a* . (m B)
for any seal ar m ana vectors a and b\

4. 0 . a = 0 for any vector a’ .
5. If “a anc b7 are non zero vectors, then'T ,’ b = 0 implies that 

—. —s
a l b and conversely,

— -A 2 “» 2 —>
6. a . a = a = [ a | for any vector a .

7. If "a is a unit vector IT 2 = a”1 . "a = 1 .

8. For unit vectors i,j,k which .ire mutually at right angles,
a) i2 = j2 = k2 = 1 b) i.j=j.k=k.i=O

5. The cot product of the position vectors of tv.o parts (a^,ao,aQ) 
and (b1,bpb3)

a^i + aoj + a^k and b = b.i + b2j + b^k 

"a . ~t> = (a^ + a2j + a3k) . (b^ + b2J + bgk)

= a]b1 + a2b2 + a3b3 , using the distributive properties and the 

multiplication table for i,j,k.

Hence,~a . "S = (a^ a2, a3) . (bp bp b3) = a^ + a2b2 + a3b3

In particular,
a . a = a. + an + a 1 2 3

But | <T* |2 = 7 ,~S 
• — % o
a7 ' = a1 + a2 + a3

| 7T | = The magnitude of a = + a1 + a2 + a3

It is evident that
1 . | T | 0 a nd
2. | a^ | = 0 if and only if a^=a2=a3=0 or a = 0.
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ii) The distance formula :
A = (xpYpzp ana j = (x2,y2,zQ) be any two points of R .

Then ~Oa = (x^y^Zj) = x^ + yp +

and 013 = (x2,y2»z2) = xQi + y2j + z2k

z?B = CB - (57^ = (x^x^i + (y2-y1)j + (z2-z1)k

Hence, | A B* | = the distance between A and B

I------- -----2 ~ 2 2
—? “f A 2" 1 —" 1 + “ o12 1

iii) The angle between two vectors (x. ,y ,z.) and (x?,yo,z^ 
1 1 1 -

Let a* = (x^y^zj and b = (x2,y2,z2)

Then a . b = | T* | j b | cos^ , £/ being the angle between

Cos = —-—- ----- -------
I a>l IN

a and b

x,x2 * y,y2 + Zlz2
Cosd =

/ J o 2 22 2^./x1 + y, + *, (x2 + y2 + z2)

—'I
Gives the angle (9 between the vectors a ano b.

2 —\For vectors in n , taking a e= (x^y^) ana 

b = (x~, yo)

ii: H’ I =

i) . b = x1x2 + y,y2

iii) distance between (x^y.) and

r 2 2
/(x2-x1)*~ + (y27y1)

iv ) C.C 4 & —
< +3?)« I I),' )
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The direction cosines, ratios of a lint? anc ancle bet’, ecu twc vectors

Definition 1. Consider ihe vectors CP = (x,y,z). Let </.., V 
be the anyles which Cr makes with the x, the y and the z-axes 
respectively.

Then, (-£.'<»•< ~
, L P1J n Of7'
L I? 91 •> 2L  ----------- I' — — 

' |o“f\ I of)
CP

(T.A, 0.*f. no Ct-5'r sre callee the Direction cos

Definition 2. a , b, c1 are called the

putting A, = cos.^ m = ccspanc: n — cost 
i I

t = cos./ - f-1 T li t c 11) ( ■

I ?f’ I

Similarly, m = — anc n = —ZZ
|cf| |ofl

•-- A. 2
However, | ci | = x +y^-+-z*”

inis. tj f

,2 2 2 ncnce 1 +ni +n
2 2 2 * +y-z

I Ci

*x.
f

"Z.

Le have proved that the cirection

cosines l,m,n satisfy the equation 
2 2°1 + m + = 1

= 1

Given the direction ratios a.b,c to fine, the direction cosir.es
of the vector Ci .

a/I = b/m = c/n = K (say)

a2+b2+c^ = K2 (l2+m2+n2J = K2.1 = K2

K = 2 k2 2a + b + c

The ai.ection cosines (l,m,n) = 

x M
(\Tx.1 tf t y \y X? -4-f f XV 4-f

2

cosir.es
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***** . . .
Note: If CP = (x,y,z), then x,y,z are the cirection ratios of CP

2. The direction cosines of CP are

3. If (l,m,n) are the cirection cosines of CP any point on CP 
can be taken as (it, mt, nt) t being a real number.

/ingle of intersection of ti,o vectors :

Let (x^ y1 , z«) and (x^, y^, z^) be ti.e vectors CP anc 

Cc respectively ano include an angle .

Let (1} , tn,, n, ) and (12, m , n2) be

of CP and Ct,. Then

L . n'.'
, S; ■ = r^ri

1 Ff 1 I q'1

tlhul -L'2. X - 7-, 11, - __
1 ful I —£ I I

Then cos G =
Cf • Ct,

I0G

i.e.
f I

■(tri i cf i
i-----------------------------:----------------

I

, i — 2X_ * 1 f- — ^7"
__________tcfl lr£l___ IfZll Ij ,c£|
= 1,1^ + mjn„ + n.n ‘C o s £

or Q = Cos”1 ^1^2 + mim2 + n]n2^

In particular, if CP X Ot,, then
Cost? = 0 = 1^2 + nimo + n]n2

1 hus the condition for orthogonality of CP and Ot, is
i1l2 + m,n.2 + n,n2 = 0
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Vector Product_ of two vectors :

1. Let a anc- b in the given vectors, 
to both ~a and b. 'lhe vectors a\ S', c 
if c* is the direction of the movement 
turned such that~a rotates towards-!?.

Let c? be at right angles 
form a right handec system, 
of a screw as the screw is

A
Let n be the unit vector so 
that T’, b and n form a right 
handed system.

V/e define the vector product 
DENOTING it by a x c by

T7

hi"» i-c »i 1
a i ci.u > mud

or the cross crocuct of a and b,

"a* x b =f | a? | | b • sin * ) n 

| a9 x T? | = | IT | | “b| \ sirnS 1 

Note :
1 . bxa’=-(a’x’b)

2. If £ = 0 or iT, a and b are 
collinear. Then a’ x "fc> = 0.

3. In particular a^ x a* = 0.

2. Properties :

1 . a' x (b ■+ c) = a' x~b + e‘ x "c
2. m (IT x ~o) ( m ) x b = ~a~> x (

3. lhe cross products of i,j,k

(distributive property), 
in 1))

Consider the unit vectors i,j,k
along the axes. Then i x i = j x j = k x k = 0
Since i,j,k form a right uanoea system,
i x j = k, j x k = i, k x i = j
and j x i = -k, k x j = -i, i x k = -j.

Vie display this information in the multiplication table.

X i j ' k
i 0 k -j
j -k 0 i
k j -i 0
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4. The cross product of a^= a.ji + + a3k

and b = b^i + b^J + b^k.

Using the distributive property and the multiplication .able, we get 

(a^ + a2j + a3>k) X (^i + b2j + bgk)

* (a2b3 “ a3b2^ 1 + (a3b1 " alb3^ + (a1b2 ~ a2bP k

l
a

j

a2

b2

a x b

'1

5. The meaning of

The area of the parallelogram whose 
aojacent sides are”~a and b 
= | Oz» . OB . sin <5 |
= | T | | "b | | sin e |

= | a'' x b |

a' and b.
or /2 | a x H | = (The area of the triangle formed by *a ana b).

Problems on dot and cross products .

1. prove that in a rectangle, the diagonals
are equal.
Let 0,> = and OB = B be the adj 
of a rectangle Oz\CB.
Since OziCB is a rectangle 
Oh 1 CB , a . b = 0 

CC = "7 +_b and BA = a' - b 
| OC |z = (a+8)2 = | “a | + | b | •+■
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= i r+1 f

(B?\|^ =(<]’- b)^ = | *a |-+ | b | - 2a > b = Ja| + |b|

Hence, | UC | = | Bm |

i.e. the diagonals are equal.

2. If the sides of a qu.-.drilateral are equal (so that it is a 
rhombus), show that the uiayonals intersect at right angles. 
Let a, b be the sioes of the quadrilateral. It is given that 
| a | = | "b |

The diagonals are given by “a + b and'a' - b.

(F + b) . (F -Id) = a' . ~a - b . b = | a’ I*2' - | b | =0

Hence the diagonals cut at right angles.

Consider the unit vectors
CU = "a = (cos a) i +(Sin a)j 
and OB = b = (cos B) i + (sin B)j 

"a . £ = | a| |b , cos (A-B) (i)

= Cos (A-B) since a, b are unit 
vectors and they include an 
angle (m-B).

Also, a.b = [_ (cos /x)i + (sin a)j

(to

(Cos B)i + (Sin B)j

Go= Cos m Cos B + Sin a Sin B. - - 
From (i) to (ii) ,
Cos (n—B) = Cos t\ Cos B + Sin a Sin B.

4. Show that n(0,1,1), B(^,1,5) and C(0,3,3) form a right angled 
triangled with right angle at C.
7? = CC - 0^ = (0,3,3) - (0,1,1 J 

= (0,2,2) = Oi + 2j + 2k.
i.e. ?\C = 2j + 2k.
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BC = OC - OB = (0,3,3) - (3,1 ,5) = (-3, 2, -2) 
-—5

i.e. BC = -3i + 2j - 2k

/ \C • BC — —3.0 ■+■ 2.2 — 2.2 — 0

Hence, acJ_ BC and the triangle is
right angled at C.

5. Prove the cosine formula.
2.22 a = b + c 

triangle aBC

2 2 2a = b + c - 2bc cos in a

Consider the triangle z\BC in 
which BC = a, BA = c* and aC = ~E?.

The angle between Ba and mC = (/T-a)

Also in the triangle, "a = b + c. 
a’ . a = (b + ”?) . fb + “c)

i.e. = b + 2 b.c

Since|a| = a, |b| = b, |c| = c, 
2 2 2a = b + c + 2bc cos ( Tf-^)

2 2- b +c - 2bc Cos a.
2 2 2Hence, a = b +c - 2bc cos n.

6. Show that a diameter of a circle subtends a right angle at 
its circumference.

Let aB be a dianie’.er ana p, 
a point on the circle.
Let Oz\ = a*.
then OB = -a, being equal and 

opposite to a.
Let OP =7C, /vP = '7C-a*. aF . BP*
_» —> — BP = a, +a

Hence z\P LbP or zvPB = 90°.
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7. Show that the altitudes of a triangle are concurrent 
Let the altitudes aL) and BE intersect at 0.
Join 00 and let it meet aB at F• ue show that 01 a3 .

Let Oa = a‘, OB = b, 00 = c. 
aL» _L BC , T. BO = 0
—■? —=> —=»a . (c - b) = 0
a' . c = a . b -

BE _L aO L'b .^0 = 0
i.e. b . (c - a) = 0 
. —l.e. b . c = b . a

—-7 —A -A --• -■
or b . c = a . b - - - (j);

(i) and (ii) imply, "a^ . c =

or fa* - b) . c = 0 
or (BA . 0) = 0

iie nee , CF J_ aB .

8. Lerive the formula. Sin (A-B) = Sin a Cos B - Cos m Sin B. 

Consider a = Oa = (cos /») i + (sin a) j 
ana b^ = oS = (cos B) i + (sin B)j

—?
such that “a x b is in the oirection of the z-axis 

kThen a x b = | a x b

i j

cos B sin B
cosa sin /v

Also, T x b = J a| |b| sin

iience, from (i) and (ii)
Sin (a-B)
= Sin a Cos B - Cos a Sin B.

? _ .•)
9. If a, b, c are the position vectors of a, B, C, show that 
tne area of J_\z\BC is )'2 I —’ Ibxc + cxa+4.Ah

aB = b — a’ and ?£? - ~c - a
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The area of A aBC = y2 | AB X AC | ’ '

AB X AC = ( b - a) X ( ~c - a)
* —S —■*? —* »—■> - —4= bXc-bXd-aXc + aXa

= 3 X + "a X £ + 7? X ~a + 0

aB X aC = b x c + c x a + a x b . ..(n)

From (i) and (ii)
nrea of the triangle aBC - y2 ]bxc+cxa+axb]

10. Prove the sine rule:

For a triangle zaBC taking
a* = b2 , "? = cX and c? = /U3
—* •r*' ’—*>a + b + c = 0

cx(a+b+c)= 0
cxa + c>x~6+‘c’ x c = 0

——7 . x '—* — _ «
cxa-bxc = 0; b x c = c x a

__ _ _
Similarly, v.e can show that a x b
Hence, b x c = c x a = a x b

be sin a = ca* sin B = ab sin c

Sin A Sin 3 Sin C
a b c

_C
A , n (t

11. Find a unit
vectors 2i - 6j 
Taking a?= 2i -
—i —> i
a x b is —1— to

vector perpendicular to 
- 3k and 4i + 3j - k.
6j - 3k and b = 4i + 3j 
the plane of a ana b.

a x b = 1
2 
4

j k
-6 -3
3 -1

A unit vector along x b is

15i - 10j

-» •-) 
a x b

a x b.

15 + 10^ + 30' 35.

the plane containing the

- k

+ 30k
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a unit vector required is (j=Q P
another unit vector is the negative of this vector

12. Find the acute angle between the diagonals of a cube. 
Consider the unit cube whose 
in edges.
O/x, CD and OC are of unit 
length, taken as axes of reference.

Then L = (1,1,1), A(1,0,0), B=(0,1,0)
C = (0,0,1), E = U,1,0), F = (0,1,1)
G = (1 ,0,1).

The d.c.s of CL are proportional to 
(1-0, 0-0, 0-0) = (1,0,0)
The d.c.s of aF are proportional to (0-1, 1-0, 1-0) = (-1, 1,1) 
if is the acute angle between the diagonals CL and /kF of the
cube, then

Cos £ 1^2 + m^m2 + n]n2

where (Ip mp n1 ) and (lo, mo, 02) are the d.c.s of OL and /-J7.

(Ip tnp n) = () 3 , 0,0)
and(l2, m2, n2) = (-}'3, )'3, }'3)

cos<e = | y3x - y3 + oxy3 + oxy3|=y3 
Ifc = cos"1 (y3)

13. Find the area of the parallelogram whose diagonals are
3i + j - 2k and i - 3j + 4k.

~
If a and b are the adjacent sides of the parallelogram, then 
a + ~b = 3i + j _ 2k 
r - ’b' = i - 3j + 4k 
a = y2 (3i + j _ 2k + i - 3j + 4k)
= 2i - j + k
and = }'2 (3i + j - 2k - i + 3j - 4k) = i + 2j - 3k.
The area of the parallelogram = | ~a x b | .
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—Aa x n

IX
) i j

2 -1
1 2

'ia x b| =
O 9

1 + 7 -

The area of the pa

14. Show thaf. for
+ ”6) x 7? = a* x "

Sin ce a1 + u is in
(? + 'S)x c1 and ? x

k
1

-3

= i + 7j + 5k

it is enough to show that both these vectors have the same 
maanituae.

Let*? = Ju, , a2, a^) , b = (bp b2» b^) and c* = (c-j » c2» c3^ 

Then a + b = (a. + b., aQ f b„, a^

( ? + ?) x ? =

1 ' “1

i
a]+ b]

2 2:

J
a2+ b2

b3)

a3T b3

= t J •t J t

Ci CS

T L

C,

S.
C, t;

✓

= *3 x + b? x ?

iience the result.

16. Show that ( ? - b) x (a* + b) = 2 (a x I>) 
Interpret the result geometric lly.

( ? -*b) x C? + ~b)
= ’ax?+?xb-b>xu+bxb 

+ ? x b + *? x b i 0
= 2 ("a? b) .
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Equating the magnitudes on both sides of the identity,
J -bixf^+hjj =2 I “ZT X b I

Since a - b and ’< + b are the diagonals of the parallelooram
whose adj . sides are a* and b, the result means that the area of the 
parallelogram formed with the diagonals as adj. sides is twice the 
area of the original parallelogram.

nssicniiient del:-Test :

1 . Prove : "a' . (b + c) = 1’ . b + a’ . c

2. Find the angle between 'a = 2i + 3j + k and b’ = -i + 2j - 6k.
3. Find the values of p so that a = (p-1) i t 2j t k and 

"b = pi + ( p-1 ) j + 2k are at right angles.

4. Show that 3i-2j+k, i-3j+5k and 2i+j-4k form a right angled 
triangle.

5. Show by vector method that in a rectangle the oiagonals are of 
equal length.

6. prove by vector method, that the diagonals of a rhombus are 
perpendicular bisectors of each other.

7. Find the angle which 3i-6j+2k makes with the coordinate axes.
8. Find the projection of i-2j + k on 4i-j + 2k.

2 2 29. Prove the cosine rule : a +b - ab cos c = c for any
triangle aI3C by vector method.

10. Prove b^ vector method the sine rule for a triangle ,-.bc :
a _ b _ c

Sin m Sin B Sin C

11. Fino the unit vector perpendicular to the vectors 
2i-6j +3k and 4i+3j-k.

12. Find the work cone by the force F = i-j+2 in moving a particle 
through 3i-2j+k.
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13. Find the uistance of the oriyin from the plane normal to the 
vector 2i+j+4k passing through the point (1,-2,3).

14. s.T. | 1 x'b | + |a . b| = |a| . |S|

15. Prove : ~a x (b+c) =~a xb’+'a x b

16. Given "a = 3i-j + 2k, b’= 2i +2j - 
Form (J^x^b) x "c and ax (b’x c).

k and c’= -i + 3j - 4k

17. Find the area of the triangle two of whose sices are
2i - 3j 4k and i + 2j - k.

18. Prove by vector method :
i) Cos ( o'- p ) = Cos oj Cosp + Sin*< Sin ft

ii) Sin ( * -p ) = Sin < Cosp - cos<< sin p .

19. Evaluate : i) 2i x (3i-2k) ii) (i+2j)

iii) (4i+j - 2k) x (2i-3j + 4k)
iv) (i-j+2k) . (-i+2j-4k)
v) i x (j + k) + j x (k+i)+kx*(i+j)

20. Fina the area of the triangle whose vertices are
a = (3, -1 , 2), 3 = (1 , -1, -3) and C = (4, 3, -1).
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TRIPLE PRODUCTS 

Scalar Triple Procuct of (three) vectors :

Definition: m scalar procuct of a vector with the cross prcoucts of
two other vectors is called a scalar triple proouct of three vectors.

If a,b, ~c> arc any three vectors, then, a . (b x c) is a 
scalar triple procuct of a\ b’ anci “c. Likewise, (Tf x~B). cf ,
"f/. (cf x a?) , (Efx "c) . a* are also scalar triple products.

A scalar triple procuct is a scalar.

Geometrical meaninc cf a sc lar triple product :

Consider a box whose coterminus edges are a = Or., b = CD 
Let n be the unit vector 
perpendicular to the plane of 
b and Let Ahi = h = the
height of the box it and makes £ 
with a •

mu c' = CC.

Then the volume of the box 
e /^rea of OSGC x height 
■= | Off v 0 c7 I k — ! P7 * c I

I V? * £ Cr ? ?

But a . (b x c) = jaj |b x c| cos p fo
so that ] cc • L * c ' |V-x V 1 |<P UriP - (ii?

Hence | a . (b x c) ’ = volume of the box
re, the v<
-=7

——hTherefore, the volume of the box whose cotermmus edges are c
t ■> J a' « k < c J .

yTaking the face containing a and b as the base of the box, the volume 
the box = |fc'x 6,. |

Thus, | a^. ("b x c) J = | (a7 x 6’). c’| = the volume of the box.
De call this product as the box product and denote it by pa, b', ~Tj 

Thus pa, b, c^J =’a~\ (b x c') = (a? x~B) . c

ii) Properties of Lcalar Triple Products :
/already we have seen that _ 
a*1. (b’x c) = (a’x'b) . c = |_a’, b, - - (j )

\_b? <T , a>_] = <b x “c^ . a 

= pa? (b\ <?) = (a~\ bj x”c~>= b\ Fj-
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Thus |jf, T?, cj = j_b', c’t

Similarly, ^_'b\ d, Tj =^_c\ a, ~tTj

Thus, w have
P b; f] =[b; ?, T] =|f, ? ,~b] - • g-’

In other words, the prociuct is not altered by changing the 
vectors in cyclic order.

(j; 'b, cj = S’ . ( V x 2) ="a,( - (c-’x o)^

= -1 . fc' x“b) = - (J, F? bj

jy, F, -Fj = - |Y, -F, -e ] - - - m -J,

Similarly, p &t = - (jy, ~a\ c'J

ano also, Jl? V, "c ] = -^c, "b, a J

i.e. In other words, the product changes its sign if two vectors are 
interchanged.

Of,»ro,L^.cfc Tc (O flc-t
p. c\ "bj r-. |jc\ V, ’T) =yp>’> a’, c j------14-)

Fma^, b, cj = [a1, mb, c] , ~b, mcTj = m

for any scalar m.
Obviously, or, b, -?3 = o - • c'd

la, b, c are non zero vectors.
T, a, To], = 0 - - - - ( ij) 
a7, ma5, bQ i 0 - - - U11

If "a*, "b\ o* are coplanar vectors, then ^a’, 

and Conversely—(iv) .

The condition for coplanaritv of vectors

bl o’ is [ji, b, ~cj =0 - - U ) 

iii) Scalar product of a?= (a^, a2> £3) » 

b = (b1 , b2, *t>3) and c5 = (c1 , c2» cg).

Then,

b x c =
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- (b2c3 b3C2^ i + (b3c1 “ blc3^J + (bic2 “ b2C1^ k

a . (1? x ~c) '* '

s (a<ji + a2^ + a3k • (b2c3 " b3c2^ + ^b3cl ~ blc3^ J

+ (b]c2 - b2c1) k

= a1 (b2c3-b3c2) + a2 (b^-b^) + a^b^ - b^ )

Hence jjp, Tf, =

Vector Triple product of (three) vectors__ :

Consider*?, c. Product as fa* x 3) x c and a* x (fcT x c\ 
called vector triple products of a, b, c.'

are

.••>n expression for (a x b) x _c.
* •—** —** . i —* —a = a x b is _L_ to a and b

c x "c is .. L- to <?

i.e. (7? x"B) x ? is perpendicular to a x (which its If 
p ipendicular to a and b) as well as to c.

Therefore, (“? x "B) x "c is in the i lane of ? ana b.
Hence, we can write
3? = (? x ~b) x~?=ma1 + nb

How ~~x is perpendicular to "3, from ^i)
x' . ? = 0

(m 'n + n“l?J . ? =0
—s

is

m (. c)+n(b. c)=0

m
- (b .c) 

m = - (b . c) t

(a* . c)
= t (say)

ono ji = (lT . ?) t
substituting these values in

”?• = (I? x~t>) x c = t (iT . (?) t? - (b. c) a^
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C? X b) X c = t ( a . c) b - (b . c) a

This is an ident ity which should hole for all choice of

put 'a’ = "c = i and ~S = j
U x j) x i = t (i.i) j - (j.k)

k x i = t (1 .j)
j = t j t = 1

lienee ("a x b) x c'= la*. 8) f - ( b.c) a - - 0)

/.Iso ,~£x (b x 'c) = - (B x c) x a'

= - (S • c y C — (c . ‘ a) "b
ax (i0 X c) = Cc . 2) b - (b . ~a) o'* * -

Comparing (1) and (2) we find that 
TT x (tf x 'c') / ( "a* x~~6j x c *

This is obvious even otherwise, because the left hano sioe vector 
lies in the plane of b ana o' while the right hand side vector lies 
in the plane of a and ~b\

e asy niethoc to recall the formula 1 and 2.

Consider x bjt x cf
]~the other vector! I tfie mid vector!

Call "I? as the mid vector and “a’ as the other vector noting that 

both these lie in the brackets.

Then ( a5 x 1?) x c' =

= m d - n a

a scalar times the mid vector - 
a scalar times the other vector

The first scalar on the h.H.S. is formed by the vectors Other than 
the mid vector i.e. m - (a -’.I).
The second scalar on the R.jl.S. is formed by the vectors other than 
the other vector i.e. n = (b2. c)
Hence, v/e can write
fa’xT) x ?= (V.~2)b’- lb’. “2) "3 •

Likewise, in "a* x (b' x c'), the mid vector e b, the other vector = c. 
a^ x (b\ ’B) = ("a . ~c) "d - CeT . ) '<?
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Solved Droblems

1. Find the volume cf the box whose coterminus edges are 
represented by "a* = 21 - 3 j + k , b = i - j + 2k and 

—J
c = 2i + j - k.

The volume is given by
_3

-1
1

1
2

-1

= 2 (1-2) + 3 (-1-4) 
= -2 -15 + 3 = -14

1(1+2)V =

(Ignoring the sign) V = 14 cubic units.

2. Find the constant so that "a = 2i - j + k, b* = i + 2j - 3k, 
c = 3i t mj + 5k are coplanar. For ccpl nerity of a,b,c? Jj,b, ~cj -
l. e -1

2
m

1
-3

5
= 0

2(10 + 3ni) + 1(5 + 9) + 1 (m-6) = 0
7m + 28 = 0 or rn = -4.

3. prove that the four points whose position vectors are m(4,5,1), 
B (0,-1,-1), C (3,9,4) and b(-4, 4,4) are coplanar.

AS = CB - =(°» -21, -1-5, -1-1) = (-4, -6, -2)

BC? = a? - olf = (3-0, 9+1 , 4+1 ) = (3,10,5)
CD = 6B - CC = (-4-3, 4-9, 4-4) = (-7,-5,0)
a, B, C, D are coplanar, if z\B, BC, CD
are coplanar, for which their scalar triple product must vanish. 
-4,-6 -2

3 10 5 = —4 x 25 + 6 x 35 - 2(-15 + 70)
-7 -5 0 = -100 + 210 - 110 = 0

Hence the result.

4. Find the volume of the tetrahedron formed by the vectors 
'1? = OA?, tT = OB and T = OC.

The volume of the tetrahedron OaBC =
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= y3 (the area of the base) x height.

= /3 (..Area of CmB) x perpendicular 
f rom C to Zi OAB).

= }'3 OmB = x (i) where h = Cf.; = 
the length of the _L r from C to UaB .

area z>. OaB = y2 CmOB sin aOB
-X

= y2 | a | | b| Sink’ when £ = aOB O

|b| sin = 2 A OmB.... ( ii)

Let n be the unit vector r to the plane OAB as given by the 
right hand screw rule and h = the length of the perpendicular 
from C to the plane CAB and = the angle which the perpendicular 
makes with CC. (i.e.CCM )

Then = (a* x~&) . 7 = |’a| 11?| sin ) zn\ c

= 2 ( A-CAB) . 1. jc( coso<

= 2 ( A CAB) h

( a oab ) x h = y 2 Qr, nr, -<T] ... (in)

From (i) ar.d (iii) V = y3 A CaB x h
= y3 x 1/2 = yo jjf,b,c^J

V = F6 jj'.b.F]

5. Find the volume of the tetrahedron if the position vectors of 
its corners are and

Putting a = — E b = p ~'t> and c = )" —
>

a, b, c represent the coteiminus edges of the tetrahedron.
By the previous pr_bler.i, we volume is 
v=y& =)'6\<’-C F'A F-$J
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p.r'"] ~ , <H, rj

- iX r’,~0

6. Prove that m(4,5,1), B(U,-1,-1), C(3,9,4) and b(-4,4,< 
coplanar.

a3 = -4i + 6j - 2k , BC = 3i + 1Oj + 5k and
CD = -7i - 5j

) are

BC, C£)|' = -4
3

-6 -2
10 5

v - £

-7 -5 0

= -4 (0+25) + 6 (0+35) - 2(-15+70) 
= -100 + 210 - 110 = 0
Hence, B, C and b are coplanar.
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7. S.T. £o’ + c', •?+ a’, a + bj - 2 |_a, b, cj 

L.H.S. = (b' + c?) x (c* +"a) . (a + “B)

bxc + bxa + cxc + cxa 
->

= (bxc) . a' + (b x a) . a + (c" x c) . a + (c x ~a) 

= [b,?, ~a] + 0 + 0 + (J, a’, b]

= |_a, b, TJ + ^a, b, c ] =2 jjT, Tf, cQ = KHS

x-Ti, b X c’, ■? x-lj = [a: b, c J 2-

Let a = a^i + a^j + a^k 
—)
b = b1i + b2j + b3k 
—■>
0 = ^1 + C2J + Cgk

b, cj = (tx-b).r= a~3 = (1) say

\<e denote the cofactor of each element by the corresponding capital 

Thus, /»-j = b2 b3 = (bQco - b^c^) = The cofactor of a^

h2 • b, = - (b^c^ - bqc1 ) = The cofactor of a,

8. s .t .

\ C2

3 1

and so on.

b x c =
i + Aqj +

c x d = B.i + Boj + B-k
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a x b - = C1 i + CQ j + Cgk

axb, bxc, ex
_ 3 

= [b X r' x b ii] c, c x a

La- b',^

L
-J -A _3 “I

axb, bxc, cxa = a1 a2 a3 A1 a2 A3
b1 b2 b3 B1 B2 B3

C1 C2 C3 C1 C2 C3

a1 b1 c 1 n1 h2 A
3

bI b2 b2 X B1 B2 B3

a3 ^3 c3 C1 C2 C3

b1B1 + a Mq+ b1B2 * C1 C2 a A^ + b 1 3g + c C

a^/ia + Z I b2B1 + c2C, a2 >2+ b2B2+ c qC 2 a2^3+ boS3 + c2C~

a3,'l + b2B1 T c3C1 a3''2+ b3B2 + c3l>2 aqr\^+ b q 13 3 •+■ Cgt«

A 0 0
0 A 0

0 0
a, b, c

Hence, a x b, b x c, c x a = a, b, c

Second method :
. ■-’3 ■ A? —*>putting X = bxc

( b x "c) X (c1 x ~7?) = X x ( c* x~a)
= (x.a) c - (x.E) . ~a* (using the formula for the vector triple 

product)
j ? —■> _—* —» )

= (b x c) . a) c - (b x c) c) a

= LbX; '.:,i
|ja x b, b x c, c^ x a| = (a zb), (b3 x_ ~"c) x Cc” x a) . 
= (cT’x ~T?) . QT, c\ a j ~? = Q a ’ x ~b) . ’c’| Jj3 > c> » •
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= pa; b, py

9. Simplify (a+b) . 0-T + c) x (o-rc)

The given expression = fa* + d) . axo+axc + cxb-c xc

= C? +“b) . "a x "b + a x ~? + <f x “o’ + 0 _
= a . (a x b) + a . (axe) + a • (cxb)

+ “b* . ('a' x~b) + bi (T'x’^c) + b. (~c'x

= 0 + 0 + [a’, c, t] + o + [y T, cj 
= [>’ ?,-b] —g? k; tT]

r*_  m —i "I V'—\ —-> —y~ j
= (a, c, b J+|a, c, bj = 2 a, c, bj

+ 0

—■>10. If a x (bx c7) = (a x b) x~c S.T. a’and c 
are collinear vectors ana hence show that (c9 x “a) x D = 0

The data implies (using the Triple Trocuct formulas)
("T . c) ~S - (a\ Io) c = (a\ “c) o' - (b"* . ~c) a

(a . b) ~c = ( b'. c) a Cl)
—b . c —>

= -a . b
c = ka, k being a scalar.

Hence, a7and c are collinear vectors.

From (i) (b . c) - (a'. d) c = (c“'x a^) x b^=-0

11. Fine the area of the triancle whose vertices are
A( a] ,82,33),

1 he a rea of tl

= /2 | AB X
= 1/2 (b-a_J) x

_
= y2 | b x c

= y2 fb’x P

= y2 | a x b

where a x b

axb+bxc+cxa

^a2b3 ” a3b2^ i

—> - > — >
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^2°3 " ^3C2^ 1

a na

<C2S3 " C3a2) 1

b x —1-■> 
c =

x a

2

a1

12. 3 how that a" x (b x c) + b’ x (c x ~a) + c* x (a" x o) = 0
a x (b5 x ~c) = (<P . 2) - . '£) “c
b x (c x a) = (b . a) c - (b . c) a
and ~c* x (“? x‘"b) = (c° . ~b) ef - (c^ . ~£) "b

Hence, 's'* x (tP x Pp + b x (7? x~ct) + <T x (a'’ x~P) = 0 

> «—> 3
13. _ If a,_b, c are vectors in R such that 

^a,^ b, c] / 0 and

b x c c x a-£>’ =a ' =
ja’, b’, <] [a’, b, c ]

and c' = a x b
[a, b, cj 

S.T .(IL a' . ~a = b'. b = c' . c = 1

2. a\ b = a . c=0;b.a=b.c=0andc . a = c' . b =

3. [T-, _b', ?1= 1

0

IfPb. cj

co
4. If a, b, c are non^planar, then a', b', c' are also non 

-■> -?
(a1 . a ’ a = b x c (b x c) .a7 
|a, b, "cJVa’, b', c'J 

hr vr -r
— rr2---- 2 - 1 = 1* bircilarly, b’ . b = ~c ' . ~c = 1

if’ b, cj

copianar
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2. a' . b = b x c

Vb'7, C.'bJ

p "J
. b

(b? x c) ♦ b
[_3, b,

= 0.
ja', fe.'fc)

Similarly the other results follow.

• b'. <'] = a x b
(a’, b, 0 ’ jjf, -6, cj ’ [a’ , b, cj

[j. s; c-13 
lx t. €P

p x C’ c' X ** x

See Problem (3)

[AS, at, At]

- A’ [S’, f’.tj .
-fcr a s'cxdc.h /\-

{a;'b, cj3 

!>' , b- , f]

Consequently &b’,f] b', =1

4. If "b, c are non coplanar vectors then pf, S, Cj / 0 

Then I a ' , b' = ?' = —---- - ------ / 0
\ g> Ci

i. e. Jja ’ , b ’ , c ' ] / 0 

Hence, a‘, b', c' are non coplanar.
<*) ——>

The sets of vectors a, b, c and a’, b', c’ are called reciorocal 
vectors.

14. Prove : (a”’x~£>) .(Ex a) =

—} » —>,
Put X = c x d

( ~a. 7) fa .71) 
( S.—c) (B.c)

Then (aT* x b) . (c^x?) = (a\ b) . x’
= "a’. (b’x~^) = "a? . (Ex (E x d))
= "a*. (jb . a) c* - (b . c) 3} = (E?. cb (a\c?) —(a, <1) p? e’J

(a* . -2) (7 . 3)
(E. c) (t> .1)
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1 5. Prove(a x b) x (c^ x o) =
= tj- 7 - l5> i

jS.t?, cf] c - ]f , b, f] d
-~> 
a •

F ut X = a x b

(a^x t>) x (c°x d) = *X?x (c~x~d)

= (x . d) c - t x . c) d

= (a' x b) . d) c - ((a_x b)) . ”c) d 
= (j.b,?] -c - [r.b.rj ■d’_j _ _ 

Cn the other hanc, putting X = c x c

(a x b) x (c x a) = (a x u) xX
= (a x X) b - (b . X) a 
= ( a. ( c x d)) b - (b . (c xa) ) a
= c >=3 "£ - fe 7j T

,,s siqnnent anu uelf Test :

1 . If a* = i - 2j - 3k , b = 2i 4 j - k and c* = i - 3j -2k, fine 

a) | (a’’ x -L) x”c | b) ("a x-£>) . "c*

d) (IT xb) x ( b x ~c )c) a x (b x c) 
e) ("a” x~b) . (b x c)

2. Find the area of the triangle having its diagonals,
*a* = 3i + j - 2k and b = i - 3j ■» 4k

3. Find the area of the triangle whose vertices are
A (3, -1, 2), B (1, -1, -3; ano C (4, -3, 1)

4. If "a 0, a. "t? = a . d anc T’ x b = a* x ~cf, then show that b = c.

5. Show that (a’ h b) . (b\ c) x (c + ~a) = In b x c

6. Prove ('a*, x (a2 . b2 x c'2)

a1 * a2 
b1 . a2

. b, 1 ’ c2

. b,

. b, C1 *

7.

8.

Find a so that 2i - j + k, i h 2j - 3k and 3i + aj + 5k are coplanar 

If Xl a + Yl b + 2] c

B = x2 a + y2 b + z.
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and c = x~ a + yQ b + z„ c

Prove A,3,C y1 Z1 £a', b, cj

3 y3 Z3

9. Prove fa' x b) . (cxa)+(bxc) . (a x a) 

CE" x 'a) . (b\ ~d) =0

10. Prove fa x’b) . (a x~c) = (b’ . "c) (a\ a) = (a . c) (b1^

11. Show that the four points A (6, -7,0), 3 (16, -19, -4) 
C (3, 0,-6) and b (2,5,10) are coplanar.

12. Prove that the unit vectors i, j, k are self reciprocal vectors
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THREE D I M E N S I 0 N A L GEOMETRY

1. Lines in Space

2. Planes and Sphere

by
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THREE DIMENSIONAL GEOMETRY

The applications of vector algebra in three cimensional 
geometry are given in these lecture notes. xhe reader is requested 
to learn the techniques of vector algebra to see how the coordinate 
geometry can be made simple with the help of vectors. He is also
requested to translate these results to the Cartesian form also.

The derivation of the formula for the shortest distance between 
two lines in space may be read only by keeping the teaching aid 
(discussed in the lesson) by the side, so that the concepts may 
become more clear.

There will be two parts on the applications of vectors; the 
first will oeal with the lines in space while the second with the 
planes.

1. Lines in Space ;
Length of a vector: l<»e have already seen that the position vector of

. . . . 3any point P m the 3-dimensional space R is given by

r = xi + yj + zk where i,j,k are the unit vectors in three 
perpendicular directions and x,y,z are the coorciraates of the point 
P. The position vector

"r = xi + yj + zk

can also be written as r = (x,y,z)

The length of the vector r is given by 
|r| =v/xT + y2 + z2

Distance Formula :

From the triangle OmB,
it is clear that
aS = OB - OA.
This is the way to express any 
vector .
If = r1 and OB = r^
where = (x,y,z) and r2 = (x2,y2,Z2^

—> —7 —S
Then, r = aB = r. _ h.

6
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I .2 X2-X1)= \A (y2-y,)

This is callee the distance formula.

Section Formula : he find the position vector of the point which 
divides the line joining two given points in the given ratio.

position vectors are a anc b respectively. Let P be the point 
which diviaes the Line segment mB such that AF' : PB = m:n. he 
wish to find the position vector r of tne point p. Without loss 
generality, we can assume that 0 is the origin.

a = x,i + yp + z,k 

b = x2i + y2j + z2k

Let r = xi + y j + zk
Since p divides aB in the ratio mjn, we have

xxP _ m 
PB ~ n

Here m/n is positive or negative according as, P divides AB 
internally or externally.
From the above, we get n. /-J» = m. PB
i.e. n (r - "a) = m. (b - r)
or (n+m) r = m b + n "a 

n a ■+• m br =or n m

This is called the section formula in the vector form.
If we substitute the Cartesian coordinates

f = x i + y j + z k
1 = x1i + y1j + 21k 

b = xoi + yoj + z2k

in the above result, ana compare the coefficients of i,j,k, we
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mx2 + nx^ 
m+n

y = my2 4- ny 
m+n

mz2 + nz 
z = m+n

which is the section formula in the Cartesian coordinates.

Middle Point :

From the section formula, it is clear that the position vector of 
the middle point of the join 
of two points with position 
vectors a and b, is given by

a + br =

Components of a vector :

In the figure,
CM = "r cos ©

—*
and ON = f sin©

where © is the angle that the
-X

vector r makes with x-axis.

X

Direction Ratios of a Vector :
TIr r = a i+bj+ck, then a,b,c are called the direction 

ratios of the vector r.

Direction cosines : If is the angle that the vector r make s with 
the x-direction, then

cos<^ =
■5

r . i

= (ai + bj + ck)

r

7.2 . .2 2Y a + b + c
t')
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Similarly if p and X are the angles that the vector, r makes with 
y~ciirection and z-direction respectively, then

cos
/a2 + b2 c2

r»»)

ana cos X
.2 2 D + C

I I.H

If cos o( = £' , cos p. = m and cos £* = n, then

l,m,n are called direction cosines.

If we aac the squares of (i), (ii) and (iii), we get
»2 2 u. 21 + m + n =1

Therefore, the relation between the direction ratios and the 
direction cosines is

a : b: c = 1: m: n 
with

,2 2 2. 1 + m + n =1

Parallel vectors have equal direction ratios :

Let v^ = ai + bj + ck and if v^ is a vector parallel to v^, then 

”v^2 = for some scalar .

Then, v^ = /\ai + A bj + \ ck

Hence the Direction ratios of v^ are A <X , d

or a , b,c.

Like parallel vectors have equal direction cosines :

Ifv1=ax + bj + ck

and v^ is a vector parallel to v^, then v^ = A v-, 

= ai + J\bj + } ck

p

a +
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The direction cosines of the are
Z c

n & yr\ — v) ~ —t r — 1 - —. ’ |Z?,i
( v\ i IM

Similarly the direction cosines of the v

A v, \ I A ip, |

d

119.1

I A^,

i.e. CL t.
V,

) — 

I

mIso, it is clear that unlike parallel vectors have equal (and 
opposite sign) direction cosines.

Example: —
1. For the vector r = 2i + 2j - k, the direction ratio is 2:2:—1 

2 2-1ana the direction cosines are ----- , ----- ,-----
lrl lrl M

, 2_ 2_ xi
1. e 3 ’ 3 ’ 3

It means that the vector r = 2i + 2j - k makes the following angles 
with i direction, j direction and k direction respectively.

cos"1 ( | } cos"1 C 3 ) cos"1 ( - )

2. The vectors 2i + 2j - k and 4i + 4j - 2k have the same direction 
ratios and direction cosines. (They are parallel).

3. The vectors 2i + 2j - k and '-4i -4j + 2k have the sane direction 
ratios. They have direction cosines equal in magnitude but opposite 
in sign. (The vectors are unlike parallel vectors).

4. Show that the points A(2»3,4), B(-1,2,-3) and C (-^ , 1,-10) are 
collinear.
There are several ways of answering this question: we can show that 
the area of the triangle ABC is zero or we can also show that

I 1 = I BC I = 2 | AC |

But it is easier to show that the direction ratios of AB and BC are 
equal (or proportional).
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—>
Direction ratios of znB are (-1,-2): (-2-3) : (-3-4) 

i.e. -3:-1 : -7

Direction ratios of EC are also -3:-1:-7.
——■*Hence AB is parallel to , shewing that Z^,E,C are collrnear.

Mnale between the vectors The angle between the vectors can be
found cut by applying the formula 

a . b = | a j |b | ccs

Cos 6 = ------
|3| lbl

Vectorial Equation cf a line in Space

We find the vector equation of the 
line aB wnich passes through a given 
fixed point n and is parallel tc a 
given line LM (vector b).

lake any point 0, as origin of
reference. Let a be the position —>
vector of the given point Z\, let b be ; 
line mB.

ny vector parallel to the given

Let r, be the position vector of any point F on the given line. 
V»e have

r = CF 
= OA +
= a + Z\P—V-

The vector ,J1, being parallel tc the vector b, must be of the fo *̂ *1
(F = t b for some suitable scalar t.

Therefore,
—•> —>
r = a + t b

is the required equation of the straight line
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Cartesian Form : To get the Cartesian form of the above equation,
we can substitute the cooroinates of the points 
or put ~r = xi + yj + zk

1 = 8^ + a2j + a3k 

b = ^i + b2j + bqk

Then we get

xi + yj + zk = (a^ + a2j + a3k ) + t (fc^i + b2 j + b3k)

Hence, (comparing coefficients of i,j,k), we get

The cartesian equation of the line is

Equation of the straight line through given two points :

We wish to find the equation of 
the straight line which passes 
through the two given points A 
and B.

-s o
Take any point C as origin. Let a and b be the position vectcr s 
of the points A ana 3 respectively.
Then the line m3 is parallel to the vector b - a* It passes through 
A. Hence the equation of the line mB is given by

where A is a parameter.
•q>
bAcr = - a)a +

Cartesian Form : The cartesian form of the above equation is 
obtained by putting

r = xi yj + zk 
a = a.i + a2j + a3k 

b = bji + b2j + b3k

and comparing the coefficients.
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xi -r yj + zk = a,i + a2j + a3k + Hbji + b2j + b„k) - 

(a,i + a2j + a3k)]

= a,i ► a2j + a3k )i + (b2-=2)j + (b.-a.) k]

Hence v.e get 
a x-a y-a, :-a.
' H _ aI a! b2"a2 b3"a3

The cartesian form of the eauation is

x-a1 y-a2 Z“a3
b1“al b2"a2 b3"a3

= C.

Linearly indeoencent vectors in H :

Definition: Three vectors a , b, c in are said to be lin®2* 7
indenenaent if c\ a + b + c = 0, p , Z" being scalars»
implies of- p - yr - 0. The vectors are said to be linearly
dependent if they are not linearly independent. In other wc-3S»

—» —*> —•>
the vectors a, b, c are said to be linearly depenaent if then? 
exists some non zero scalars j3> , gr such that a + ,£ b + c

For example, the vectors a = (1,2,1) b = (2,3,5) c = (4,7,7) are
linearly depenoent ( =2, =1,?£=-1). But the vectors
a = (1,2,1) and b = (2,3,5) are linearly independent.

Theorem: m necessary and sufficient condition for three points with
position vectors a , b , c to be collinear is that there exists 
scalars o<^ p 3" not all zero, such that

^a+^b+^c = 0 , -p o ~ (T - 2

Proof: (Sufficiency part)

Let there be scalars > S' not ail zero, such that
o(a+^b+&'c =0, ®i -t 11r s o

without loss of generality, v.e take 0.
Then c< -t £ z - <JT
I; is given that p/ £ + £ £ + 2T? = ° •

=> a + /i 7 » - y ?
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cCa. -t f5 _ jL "c

06 <x -v F
C^ +

—;?>
Here we have shown that c is the position vector of the point
which aivides the line joining the points A (with position vector's)—*>
ana the point B (with position vector b) in the ratio 3 ;
Thus the points A, B anc C are coilinear.

Necessary P«.rt : Let the points A, B, C be coilinear. The
position vectors of a, B, C are a, b, c respectively.

V/e can assume that 
the ratio <xf ;

Then ~cT = T

+ p

the point C divides the line segment AB in

Put p/ -f ft — —
Then we get^ ? + cC + f + rzO.

Hence the proof.

Note: 1. We have proved that if the points A,B,C are coilinear then, 
the vectors a, b, c are linearly dependent. In other words, if the 
vectors are linearly inaependent then the points need not be coilinear.

2. It is easy to see that the vectors a and o<^ a are coilinear as well
as linearly independent.

—*
3. If a and b are two non zero non coilinear vectors, then they are 
linearly independent. For, if they are linearly dependent, then there 
exists nonzero scalars ? 3 such that <^"a+/>6 = 0.
If <X O then a = ~ P 2

which implies that a and b are coilinear, contrary to n„ry ° °ur assumption.
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4. In the sane way we can prove that if a, b, c are three non
zero non coplanar vectors, then they are linearly independent.

Angle between any two 1 ines :

Let r^ = a1 + A b^

and = a2 + b°

be any two straight lines, in space. Then the angle between them can 
be found out as follows :

The angle between r. and ro is equal to the angle between b^ bo
—t —

But bp b2 = | b1 J | bo | cos 9

is the angle between and r .
The above method can be applied even if the equations are in the 
Cartesian form.

Note: The angle & calculated above does not indicate that the two
straight lines intersect. In fact, the angle 6 is the anoie 

—* —>
between the directions of b. and b^.I z.

Skew Lines : In the plane, whenever two stiaight lines are not
parallel, then they intersect at some point. But the situation is
different in the space. There can be straight lines which are
neither parallel ncr intersecting. Such lines do not lie in a
sinale olane; and are called skew lines.

.3Definition: 1 wo straight lines in R which are not coplanar ar? called 
skew lines.

Definition: The length of the common perpendicular to the skew lines
is called the shortest d is tance between the skew lines.

Note: The teacher can make the ideas of skew lines clear with the
help of a teaching aio described here: Take two rods mB ano CD.
Tie one end of a threaa to a point P on AB and the other end to a 
point c on CL. Hole the rods mB and CL at different levels and make
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Pq perpendicular io both AS end CD. (r\S and CD need not oe 
parallel). Now |PQ| is shortest distance between the lines.

To find an excression for the shortest aistance :

Let the skew lines be 
r1 = a1 + A b1

and "r^ = a2 + b2

Since PQ is perpendicular to both 
b^ and bo, it is clear that PQ 
is parallel to 6^ x b^

The unit vector n along PQ is given by

n =
b, x b2

I b!xb2 I

Let PQ = d n where d is the shortest distance between the given 
two skew lines.

Let S and T be any two points with position vectors a^ and a9 
on the lines aB and CD respectively. If 9 is the angle between 
PQ and ST, then PQ = ST cos

This can be realized by taking the projection of ST along the 
direction of PQ.

Then 
cos e = PQ . ST

|PQ| 
dn .

|£T|—9 —*
(=2 ~ ai)

d |£T|

= d (b,xb2) _ a,)
|b, x b2| ’ .d |£T|

_ ——* —
= (b1xb2) (a2 “ a-j)

|b^ xb^| |ST|
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d = pq = ST Cos

= (b1xb2) . (a^ap

lb, x b2 I

(T'ne distance d is to be taken as positive)

(A)

Solves: Examples:
1 . Find the shortest distance between the vecters 

r1 = i + j + X(2i + j + k)
and "?2 = 2i + j - (3i - 5j + 2k)

Ans: Here in this problem,
a1 = i + j, b1 = 2i + j + k
a^ = 2i + j - k, bo = 3i - 5j + 2k

Substituting these values in the formula (m) 
d = ^bixb2^ ’ (d2“aP

I b1 x b2 I

»<e get a =

Shortest oistance when the lines are Darallel :
Let
r, = a. + X b and

r2 = +

be the two parallel lines 
in the SDace. —* _ >
Then the two vectors r^ and r^ 
can be consioereo to be in one 
plane. ’d ’ as shown in the 
figure is the shortest cistance 
between the lines.
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d = (a2 - a., ) s m r ...(1) f rom the triangle ABC.

3ut we know that
f Q? a — CL. X t _ t\£. lMz I /

I -7 i
1

Since d is always considered to be positive, substituting the 
values of sin C in (1), v.e get

d = (ao-a.) a2~a1
(ao-a,)

b

bl

I b|

2. Find the angle between the pair of lines r^ = 4i-j -r , (i+2j-2k)

and ro = (i- j + 2k) +^M(2i t 4j - 4k). Also find the shortest 
distance between them.

nns: Note that the lines are parallel to the vector i+2j - 2k 
and hence the angle between them is zero. Both are of the form

= a, + A b 
r = 3 b

Hence this problem cannot be solved by the method we adopted for 
problem 1. Now we use the result (2).

d = \-fbT X <a2-a1)

(i 2j - 2k) X (i-j + 2k) - (4i-j)|
I |i+2j-2k) |
\ (i+2j-2k) x (-3i + 2k) j 

“ I 3

=\y3 i (4) + j (6-2) + k(6) I 

= 7^8
3
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3. Find the shortest distance between the pair of lines 
—
r = i+j - k + (3i-j) and
r = 4i - k + (2i + 3k)

Also finci whether they intersect.

z\ns: Substituting in the formula (1), we can see that the shortest
distance is

d = ' (3i-j) x (2i+3k) . (3i-j) (

I b, x b2 I

_(—3i -9j 2k ) . (,3i— j)
I b, x b2 I

- -9 + 9
94

= 0
The given lines do intersect.

4. Determine whether the following lines intersect.

x=l - 1+1 _O — q — »

X+1
b

1=2
1 Z = 2

Ans : ihe first set of equations can be written as (when we take 
the common ratio as X ). 
x = 2 > + 1 r = xi + yj + zk
y = 3 X-1 = (i-j) + / (2i+3j+k) -------------- '•>
2 = /

Similarly the second set of equations can be written as 
x = 5 ft -1
y = 1/T +2
z = cm. +2 r = (-i + 2j + 2k) + /a (5i + j) --------- C1J>

Now as in exercise (3) above, we can show that the shortest distance 
d between the lines (1) and (2) is not zero. Hence they do not 
intersect.
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5 • Find ids a.ncis between the pair of lines with direction ra^_os 
1,1,2 and f3-1 , _1 ? 4<

Ans: ihe ve c ».o e-u&tion of the 1st line is Given by 
= 1i + 1j + 2k

and the second line is given by

^2 = ~ ~ 2 —1)j + 4k

The angle betv.een .he two lines is given by

£. ri * r9COS y ' 4________

hll lr2l

= U+j+2k) . (73-1)1 + (-•r3 -1 )i + 4k)
lr,l lr2l

= J~3-1 + - /~3 - 1 + 8
TT-^r

= y2 

5 = 60°

/Assignments Self Test :

1 . Find the ancle between the pair of lines whose direction ratios
i) 1,2,-2; 2,4,
ii) 5,-12,12; -3,4,5
iii) 1,2,1; 2,1,-1

•
2. Determine wneoher the following pairs of lines intersect :
i) r] = 3i -r 2j - 4k + A (i + 2j + 2k)

and r^ = 5j - 2k + (3i + 2j + 6k)

are

ii) x+4 _ y-1 _ z+3
3 “ 5 “4

and x+1 y-4 _ z-5
T = 1 "2
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3. Find the angle between the lines

i) r] = 3i + 2j - 4k + A(i + 2j + 2k)
and r2 = 5j - 2k + ^(3i + 2j + 6k)

ii) x+4 _ v-1. = 2+3 cunei tl' -
112 '

4. Find the shortest distance between the lines whose 
direction ratios are

1,2,-2 and 2,4,-4.

5. Find the shortest distance between

r1 = i+j + k + (3i-j)
and r2 = 4i - k + M (2i + 3k)
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PLJIE :

zv plane is completely determined by any one of the following ;
i) Three non collinear points.
ii) m line and a point not on the line
iii) Two intersecting lines
iv) L'istance of the plane from the origin and a normal vector 

to the plane.
v) point on the plane ana a normal vector to the plane.

Here we fine vector equation of the plane for some cf the above 
cases.

yyy ! '

1. Find the vector equation of the plane through a qiven 
and perpendicular to a given direction :

Let A be the given point with 
position vector a, through which 
the plane EFGH passes. Let "m be 
the direction which is perpenai-
cular to the plane EFGH. 1 v /

po int

\»e want to find the equation of the plane EFGH.

Let P be any arbitrary point on the plane, whose position vector is r. 

mF = r - a

The plane is perpendicular to m

fherei ere,

is the vector equation of the plane EFGH.
Example: Equation of the plane passing through the 
anc perpendicular to the line with direction ratios

(r - (a^i + b^ + c^k) . (rvi + Bj + ck) = 0

point 
A, B ,

(apbpc,)
C is given by

If we wish to have the Cartesian equation, then take 
r = xi + yj + zk

we ge t
(x-a^i + (y-b^j + (z-cpk . (,^i + Bj + ck) = 0

i.e. A(x-ap + B (y-^) + c(z-c.) = 0
is the equation of the required plane.

2. Find the vector equation of the plane perpendicular tc a given 
direction and at a given distance from the origin!
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Given that the plane EFGH is 
perpendicular to n, and the 
distance ON = d from the origin.

Consider the vector NP.—-r)
NP = r - d n
nlso NP is perpendicular to n 
Therefore, NP . n = 0

' —-A
i . e . (r - d n) . n = 0

Since n

VI
i

‘ a

-a
A-

A
A

I

Gn = a n = 1
is the required ecuation.

2. • 0 •

Cartesian ecuation : Put r = xi + yj + 3k
and n = li + mj + nk, then we have (xi + yj + 3k).(Ii + mj + nk) = < 

lx + my -r nz = d J is the required equation where l,m,n are\_______ --
the direction cosines of the normal to the plane.

3. Equation of the plane passing through given point and 
perpendicular to the given direction’.

The plane passes through the point 
A (position vector a) and perpendi- 
cular to the direction n .
Let P be any arbitrary point on the 
plane, with position vector r.
Then zvP is perpendicular to n given

r - a) n = 0

This is the reruired equation,

4. Equation of the plane passing through given point and 
parallel to two given lines;

Let a be the position vector of 
the point through vzhich the
plane passes. Let b and c be the 
vectors parallel to aB and AC.
Let P be any arbitrary point on the 
plane (position vector r).
Then, OP = Oa + z J3.
This can be written _a§_____________________

r = a + t b + pc
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where t and p are some scalars.

5. Equation of the plane through three given points :

Let a , b, c be the position
vectors of three given points
A,B,C on the plane EFGH.-Jr, -
Then AB = b - a 

AC = c - a
If P is any arbitrary point on the plane, 
whose position vector is r, then

r=a+t(b-a)+p ( c - a)
where t and p are some scalars.

C5----- ------------ ~-----S-------------- ----- -----
r = a + t (b - a) f p (c - a)

is the required equation.

Example: Find the equation of the plane through the points
A (2,2,-1), B(3,4,2), C(7,0,6)

Ans: r = a + t(b - a) + p(c - a) is the equation.

To find the scalars t and p we can follow the following method : 
(x,y,z) = (2,2,-1) + t(1,2,3) + p(5,-2,7)

t + 5p = x-2 
2t - 2p = y-2 
3t + 7p = z+1

Solving any two equations for t and p and substituting in the 
third equation, we get

5x + 2y - 3z - 17 = 0
which is the required equation of the plane. (See the textbook 
for an alternative methoa).

Angle between two planes :
L et r . n1 = d1

Let a plane P and let r . n^ = d^

be another plane C where n1 and n^ are perpendicular to the planes 
P a nd Q.
Then the angle between the planes P and q is the angle between 
their perpendiculars. If ft is the angle between P and c, then
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The planes are parallel if n-j = 

^ncle between a line and a plane

Let r = a + z\ b
be the line which makes
an angle 0 with the plane 

r . n = d

From the figure, it is clear that

cos 4s = —-——
IN

Since p - 11 — N
X—*

V»e have Sin © = Cos 0

S1„„, i-,;

1 »I

’.vnere is the angle between the

n^ and perpendicular if w = 0

line and the plane.

Listance of_ a point from a Plane :
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Let 11 be the plane ana p be the given point. Y<e wish to find the 
perpencicular distance from P to 1^.

Consider a plane I2 through the point P and parallel to the 
plane 1^ .

—*
If r . n = d is the equation of the plane 1., then,r -a jn

(r - a) . n = 0 is the equation of the plane lo 
(because the unit vector n is perpendicular to I2 also). The 
equation of lo can also be written as

J* —
r . n = a . n

This means that a.n is the perpendicular distance of the plane lo 
from the point 0.

Therefore, the cistance from P to the plane 1^
= the dist^n ce between the two parallel planes
= OM - Ci J

= a . n - d

The cistance from P to = | a .

Alternative Method ;

Let a be the position vector of 
the given point « ana let

r . n = q .... (1)
be the equation of the plane 1^ . 
we want to find the distance aL 
where L is the foot of the perpen
dicular from a on 1^•

The equation of the line 
given by r = a + t n....(2)

To fina 
i.e. At

so that t

A and normal the plane 1^ is 
t is scalar!

through 
wh e re

the position vector of the point L, we solve (1) and (2).
the point of intersection of this line with the plane, we have

( a + t Jn ) . n = q 
c a • n
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The position vector of L is given by 
o - a . n3 f

n2
n

The length / J-
= [ aL

a * c - a . n 
n2

n - a

_ 2 2
q - a . nl, for n = I n | = 1

Solved exercises :

1. Show that the line L whose vector eqiuition is

r = (2i - 2j + 3k) + )ji-j+4k) 
is parallel to the plane r . (i + 5j ■+• k) = 5 
and fine the aistance between them.

Ans: If P is the ancle between the line anc the plane, then 

Sin 0 = Ai_C-

sin P = iA + t k) = Q
J 1 8 J~27

P = 0. They are parallel.

The distance = | a . n - d |

= ^2i-2j+3k). ( i+5j+k ) 
J27 J 27

= 10 _ 
7 27
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2. Show that the plane whose vector equation is 
r . (i + 2j - k) = 3

contains the line whose vector equation is

r = i + j + (2j + j + 4k)
Ans: Sin p = (2i±i±4ki^_ii±2j^kl

= 0

Hence the Line ano Plane are parallel.
The distance = | a . n - a |

= (i+j) • (i+2j-k) _ 3__
J6~~ VT

1+2 3_
JV “ TT

= 0
Hence the line Lies on the plane.

3. Find the vector equation of the line passing through (3,1,2) 
and perpendicular to the plane r . (2i - j + k) = 4,
Find also the point of intersection of this line and the plane.

Ans: The plane is r . (2i - j + k) =4 .
Hence n = 2i - j + k is perpendicular to the plane. The line has to 
pass through the point (3,1,2).
Hence the equation of the line is r = (3i+j+2k) + ^(2i-j+k)
The point of intersection of the line and the plane will be given by 
solving r . (2i - j + k) = 4 ...(1)

r = (3i + j + 2k) + > (2i-j+k) ... .(2>

Substituting (2) in (1), we get

4 = 6-1 + 2 + > (4+1+1)

>= - X2

The point of intersection is
(3i + j + 2k) + (_y 2) (2i - j + k)



: 99 .

SPHERE

Definition: ihe set of all points in the space, each of which is
at a constant distance a(>0) from a fixed point C is called a 
sphere.

The fixed point D is called the centre and the constant distance 
'a' is called the radius of the sphere.

Central form of a sphere :

Let c be the position vector of 
the centre of the sphere, of 
radius a > 0.
Let r be the position vector of 
any arbitrary point P on the sphere. 
Then, |CP | = a

Pos ition vector of P - Position vector

r - c = a

This is the vector equation of the sphere in the central form.

Cor 1: In particular
|r| = a is the equation of the sphere whose centre 

is the origin and radius is a.

Cor 2: r - c

= (x. + yi + zk) — U2 . ‘ J
w

= (x-^)i + (y-^2)j + k

is the equation of the sphere with centre (c^, C2» cq) and radius a



: WO .

Diameter form of the sphere :

Let a, b be the position vectors 
of the extremities a and S of the 
diameter y\B of the sphere. Let r 
be the position vector of any 
point P on the surface of the sphere

Then, ?\P = r - a 
BP = r - b

3

It is clear from geometry that 
AB . BP = 0 

(r - a) . (r . b> = 0

which is the equation of the sphere whose diameter is the join of 
a (a) and B(b) .

Cartesian Form :

Let (Xpy^zp and B(x2,yo,z2) be the extremities of the 
diameter aB of the sphere. Let P(x,y,z) be any point on the 
surface of the sphere. Then,

r - "a = (x-Xj) i + (y-y^j + (z-z^k

'r - b = (x-x2)i + (y-y2)j + (z-z2) k

(r-a) . (r - b) = 0
becomes__________ ___ ______ ____________________________________

(x-Xl) (x-x2) + (y-yp (y-y2) + (z-z^ (z-z2) = 0

which is the Cartesian equation of the sphere whose diameter is the 
join of the points (x^y^z^) and (X2,Y2,Z2^ ’

Solved Examples :
1. A plane passes through a fixed point A Show that the
locus of the foot of perpendicular to it from the origin is the 

9 2 2
sphere x+y +z “</x ~ pY - 0
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Ans:
Let P(x,y,z) be the foot of the 
perpendicular from G on the plane. 

OP = (xi + yj + 3k)

Pa = (x- )i + (y- f ) j + (z-r )k
CP _L Pa can be written as

(x^'/j+zk). (x-4)i + (y-^)j + (z-ar) k = 0
2 2 2 r1. e. x +y +z - x - y A -z f =0

2. prove that the racius of the circular section of the sphere
| r | = 5 cut off by the plane r . (i+j+k) = 3 /J in 4 units. 

Ans: The given sphere is | r| = 5.

The centre is the origin and the radius is 5.

The given plane can be written as

r • A _ i_ L_1 _ _ 3
J3

Hence the distance of the plane from 
the centre is p=3. 
i.e. |ON| = 3__________
Then |i;p| = CP2 - CI!2 

= / 52-32

= 4 units

3. Prove that the plane x+2y+2z = 1b cuts the sphere 
2 2 2x +y +z -2y-4z -11 =0 in a circle. Pina the centre ana 

radius of the circle.

nns; Ihe equation of the 
Its centre is (0,1,2) anc 
The distance of the plane 

i 0+2+4-15 
' 7l +4+4

2 2 2sphere is x +y i-z. -2y-4z-1 1 = 0 
racius r = 4.
from the centre of the sphere is

P =

The plane cuts the sphere in circle.
= 3
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Then,
radius of the circle is 
= MP

-0
^

Let ( nZ f) be the coordinates of M. N lies on the plane

Also CM is parallel to the normal to the plane.

* _ Ld__ £r2 _= k1 “ 2 “ 2 

oZ = k, = 2k + 1 , = 2k+2

Substituting these values in the above, we get 

k + 4k + 2 4 4k +4- 1b =0

k = 1
<X = 1, =3, y =4

Hence the centre C (1,3,4)

and the radius is 7
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LIMITS CONTINUITY AND DIFFERENTIATION

by

Mr.B.C.BASTI
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1 . LIMITS

1.1 Introduction :

We live in a world of change - our values, ideals, hopes 

and institutions are undergoing constant change. It is interesting 

to note that certain changes are happening too rapidly, while 

other changes are not occurring fast enough. This illustrates 

that, although the topic of change is important, often the con

cept of rate of change is more relevant. For example, in the 

study of population growth, it is not sufficient to know that 

the population changed by doubling. We need to know the rate at 

which this doubling took place. It is significant that at one 

time the doubling of the world population took a thousand years, 

but now the doubling takes only few decades time. The mathematical 

tool for measuring rates of change is the concept of limits.

The concept of limit is needed to pass from the average rate of 

change to the more useful concept of an instantaneous rate of 

change. Indeed it is this concept of the limit, that resulted 

in the invention of Calculus. It may be surprising to discover 

that Newton did not have a complete understanding of the limit.

Many years later Cauchy put the concept of limit on a sound 

mathematical basis. In this section, the approach to the concept 

of limit is initially intuitive and later the mathematically 

elegant Cauchy epsilon-delta approach is given.



105

There are many topics in school mathematics through which 

limits can be illustrated. For instance consider the problem of 

finding circumference of a circle. The circumference of a circle 

can be taken as the limit of perimeter of inscribed regular polygon 

as the number of sides tend to infinity. Teachers can also use the 
action of a bouncing ball. If ^knjn = 1,2,... is a sequence 

of heights of the bouncing ball, then 0 is the limit of such a 

sequence.

1 .2 Limit of a Function :
x2—4

Consider the function f(x) = for x / 2.

f(x) is not defined at 2 because the direct substitution 2 for x 

results in 0/0 which is an indeterminate form. Let us calculate 

the values of f(x) for some values x that are very close to but 

unequal to 2.

From the table it appears that if x is very close to 2, then 

f(*) = is very near 4. We represent this statement in mathe

matical shorthand as,

limit of f(x) = as x x

approaches 2 is 4 or

Lim f(x) =4 
x-? 2

1.98
1.99 
2.01 
2.02

3.98
3.99 
4.01 
4.02
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Now we can define f(2) as 4. Here we have used the limit pro

cess to define f(2) though originally f(2) was not defined. It

is possible to obtain Lim f(x) without finding table of values

if x 2
x—4Since f(x) = x_2

= (x+2) if x £ 2.

Lim f(x) = Lim (x+2) = 2+2 = 4
x-+2 x-^ 2

Since limit of (x+2) as x tends to 2 can be obtained by 

substituting x=2 in x+2.

Exercise: Find (i) Lim 
x-+ 3

2x -5x+6
x-3

x2 9
(ii) Lim

x—>3 X+J

Now we provide intuitive definition of limit of a function.

Definition: If f is a real function defined on a set of real

numbers and a in the domain, of f, then we say that limit of

f(x) as x a is a real number 1 if f(x) is very close to 1,

whenever x is very close to a.

We write this as Lim f(x) = 1 
x->a

If such a 1 does not exist then we say that Lim f(x) does not 
x—ra

xi
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exist. For instance Lim yx does not exist, 
x -+a

Next we shall introduce the icea of left hand limit and right 

hand limit of a function at a point. Let f(x) be a function 

defined as follows.

f (x) = y2 x + 2 if x < 2.

= x+4 if x 2

We shall examine whether Lim f(x) exists.
x-*2

First suppose x—> 2 from the right side of 2 (or x—>2 and x 2)

and symbolically it is written as x—^2+.

Then Lim f(x) = Lim x+4 = 2+4 = 6 
x—r2+ x—?2

This limit is called as right hand limit of f(x) at 2.

Next suppose x—+ 2 from the left side of 2 (or x—^2 and x < 2) 

and symbolically it is written as x—?2-.

Then Lim f(x) = Lim )'2x4-2=72x2 + 2 = 3 
x —2- x-r2

Lim f(x) is called as left hand limit of f(x) at 2.
x-+2-

Thus Lim f(x) / Lim f(x) . In this case we say that Lim f(x)
X-+2+ x —2- x—*a

does not exist. Because Lim f(x) exists if and only if 
x—?a

Lim t(x) = Lim f(x) when Lim f(x) = Lim f(x), one of these values 
x—fa+ x—?a- x—*a+ X-—ra-

2
is taken as Lim f(x). Earlier we got Lim x -4 _ In this

x—*a x—72 x-2 ~

2 2ase we notice that Lim x -4 _ Lim x -4
x—2+ x-2 " x-+2- x-2 4
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The definition of limit given earlier is intuitive and suffers 

from shortcomings, in the first instance, it lacks mathematical 

rigour and further it is hardly useful in the development of 

theory of limits. We can examine more closely the idea of limit 

so as to arrive at Cauchy's mathematical definition.

Let us begin with Lim (2x+1) = 7. This means that when x 
x—*3

is very close to 3, 2x+1 is very close to 7. Since "close to" 

is not mathematically defined so far, we have trouble in under

standing what we mean by these words. Therefore, our first

attempt to explain Lim (2x+1) = 7 is unsatisfactory. In our 
x—?3

second attempt to explain Lim (2x+1) = 7, we mean that the value 
x—^3

of 2x+1 can be made as near 7 as we wish to have it by making x 

near enough to 3. This leads us to the ‘Cauchy definition* for 

limit of a function.

DefInition: Lim f(x) = L iff for every £ 7 0 however small
x—>a

there exists £ 0 such that |f(x)-L|<£ whenever x is s uch that
0 < | x-a| < S

Exercise: Use the above Cauchy definition of limit and show that

Lim (2x+1) = 7
x—>*3
Solution: Let £ ? 0 be any given number. Then we have to find

S such that | (2x+1 )-7| £, whenever 0 <|x-3|<d.§ •

Now |(2x+1)-7| = 2|x-3| iff 0 < |x-3|<

Hence choose £ = £/2, so that |(2x+1)-7^< £

for 0 < | x-31 < S = £/2.

Lim (2x+1) = 7
x —>3
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Exerclse; Use the Cauchy definition of Limit and show that

Lim [y2x - 4 ( = -3
x —> 21- —

Solution: Let £7 0 be any given number.

Then | (y2x-4) - (-3) | < £ 

|(y2x-4) - (-3)| < £ 

| (Y2x-4) - (-3)| < £

iff |y2x-i| < S 

iff y2 (x-2I < S 

iff 0 < I x-21 4l 2 £

Choose T = 2£ , so that |(V2x-4) - (-3)|<£&

whenever 0 < |x-2|

Hence Lim | /2x-4 = -3
x—>2 L

Now we shall illustrate the use of this definition of limit in 

proving some of the important properties of limits.

Theorem: Lim c = c (c is any constant) 
x *—* a

(i.e. limit of a constant is constant itself).

Proof: Let £7 0 be given.

Then | c—c, =0 V x such that 0<|x-a|<£ where <S?D

can be any number. Because |c—c| = 0 is always true for any x

so in particular for x such that 0 < |x-a|zi.5

Lim c = c
x-ya

Theorem: If Lim f(x) = L and Lim g(x) = M
x—9a x—y a

then Lim f(x) + g(x) = Lim f(x) + Lim g(x) = L+M 
x—> a x —* a x—7 a

and

(i.e. limit of a sum is sum of limits).
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Proof: Let £,7 0 be given. T hen L/2 y 0.

Since Lim f(x) = L and Lim 
x—>a x—> a

g(x) = M. By definition of limit there

exist <£,70 and <£,70 such that

|f(x) - L| ^/2 for 0 | x-a|< S, and

I g(x) - M| /2 for 0 zi | x-a | <

Let £ be the smaller of then

|f(x)-L| < t/2 and |g(x)-M|4L &/2 for 0 < | x-a | <- £

Now |f(x)+g(x) - (L+M)| = |f(x)-L) + (g(x)-M)|

|f(x)-L| + |g(x)-M(

+ £/2 V x such that 0<|x-a|^-£

Lim f(x) + g(x) = L+M = Lim f(x) + Lim g(x) 
x—*a x—?a

On the same lines as above some more results on the limits may be 

proved. These results are given at the end as exercises.

Next we shall explain limits at infinity and infinite limits.

Let f(x) = yx

Let us examine behaviour of f(x) as x approaches zero from right

side. The closer x is to zero, the larger f(x) is. In other

words, as x-?0+, f(x) goes on increasing without bound. In this

case, we write Lim yx = + co (Read oo as "plus infinity"), 
x—*0

Similarly as x—-> 0-, f (x) goes on decreasing without bound and

we write Lim f(x) = Lim yx = 
x-> 0- x-?0-

(Read ’-co* minus infinity).

- co
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Here, oo is a symbol showing the phenomenon of growing larger 

and larger without bound. Similarly - cn is a symbol showing the 

phenomenon of decreasing without bound. Thus co and —oo are not 

numbers.

Next let us consider Lim yx. As x grows larger and larger the 
X —

values of yx are close to zero* Therefore, we write Lim yx = 0.
x —o-

Also as x —, y x 0 and so we write Lim y x = 0
X —

However, we shall not attempt formal aefinitions of the above 

type of limits*

Exercises :

Use the Cauchy definition of limit to prove the following results.

1. If Lim f(x) = L and Lim g(x) = M then, show that
x -^a x --> a

i) Lim f(x) - g(x) = L-M 
x —> a

ii) Lim f(x) . g(x) = L.M 
x a

iii*) Lim f(x)/g(x) = L/M provided M / 0.
X -r a

2. If Lim f(x) = L and K a constant, then show that
x-f a

Lim K f(x) = K.L. 
x -j a

3. Domination Principle

Let Lim f(x) = Lim g(x) = L 
x—*>a x->a

Suppose f(x) <_ h(x) < g(x) V x.

Prove that Lim h(x) = L 
x —a
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4. Use Lim yn = 0 to prove that i) Lim yn = 0
n —»o» n —? 00

5 •

ii) Lim yn2+n+1 = 0
n —»co _

\ 2x -7x+3Given h(x) = —5-----------
x-2x-3

Find i) Lim h(x) ii)
X —> Q

Lim
x-1

h(x) iii) Lim h(x) 
x -» -1

iv) Lim h(x)
x—> ex>

6. Consider the infinite geometric series a+ar+ar^+..+arn"1+ ..

If Sn = a+ar+.. .+arn”\ define S = Lim Sn 
n —*o»

If |r| 1, then prove that S = a/1-r

7. Consider the circle of radius r. Use the formula for the area 
A = if r and show that the circumference C of the circle is 

given by the formula C = 2TT r.

8. Evaluate the following :
i) Lim i~(3*x)3 - (1-x)3

x 0 3— X + x —

ii) Lim 
x—> 0

iii) Lim 
x —^3

a+x - a-x
x

1 1 
7" x-3

9. Prove that Lim x « \e .--J. ) = 1
x —X 0 \ x J

10. Show that Lim a -1 ,
x-7 0 — ’ l09ea
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2. CONTINUITY AND DISCONTINUITY OF FUNCTIONS

2.1. Ulosely related to the limit concept is the concept of con

tinuity. We begin with the assumption that you have some idea of 

continuity. Ourpurpose is to lead you from an intuitivel-y concept 

to an appropriate mathematical definition through a discussion that 

primarily follows the historical development of continuity in 

mathematics.

Consiaer first the functions f(x) = x, and

g(x) = '-—^for x / 0. We observe that the graph of f(x) can be 

drawn with an uninterrupted stroke of the pencil, whereas the

graph of g(x) is not continuous as there is a gap in the graph at 0.

In fact g(0) is not defined. Even if we define g(0) = 0 still the

graph of g(x) is not continuous. The reason is that Lim g(x) 
x-> 0

does not exist. Hence one requirement for continuity of a function

say h(x) at a point *b* is that Lim h(x) 
x—} 6

must exist
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Now consider another function defined as follows : 

f(x) = x if x / 0

4 2 if x = 0

Here Lim f(x) = 0. Even though Lin f(x) exists the graph of f(x) 
x—> 0 x -» 0

is not continuous at 0. the reason is that Lim f(x) 2 = f(0)« 
x—.0

If we alter the definition of f at 0 and define f(0) = 0, then 

f(x) becomes continuous at 0. From these illustrations we conclude 

that a function f(x) is continuous at a point c if

i) Lim f(x) exists, ii) f(c) is defined and
X c

iii) Lim f(x) = f(c) 
x—c

Now we are in a position to give the mathematical definition of 

continuity of function at a point.

Definition : Let f(x) be a function defined in an interval

containing the point Xp Then f is said to be continuous at x^

iff i) f(x^) exists, ii) Lim f(x) exists iii) Lim f(x) = f(xj 
x->x^ x—>x^

If any one of these three criteria is not met, then f is said to 

be discontinuous at x^ • Earlier we gave Cauchy definition for 

limit of a function. Now we shall use this to give another defini

tion of (usually called epsilon aelta definition) of continuity.

DefInition : Let f(x) be a function defined in an interval contain

ing 'a'. If f(x) exists tf>en f is said to be continuous at a iff 

given 0 S 7 0 such that

| f (x) — f(a)|<{,V x with 0 < | x- a|
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2.2 Continuity of a function on an interval

Let f : I—? R (R being set of ail real numbers) be a function 

defined on an interval I. Then f is said to be continuous on I iff 

f is continuous at every point of I. Thus f is not continuous on I 

iff x C I such that f is not continuous at x.

For instance consider the identity function f(x) = x defined on any 

interval 1, then f is continuous on I. Because if a is any point 

of 1, then f(a) = a and so f(a) exists. Also

Lim f ( x) = Lim x = a.
x -*a x—a

Lim f(x) - a = f(a) 
x —>a

f is continuous at a. But a is an arbitrary point of I. Hence 

f is continuous at every point of I and so f is continuous on I.

Now we shall prove an important result on limits which is quite 

useful in deciding whether or not a given function is continuous 

at a point.

Let fix) be a function defined in an open interval containing 

a point 'a'. Then when x—>a, x may approach 'a' through left side 

of a (or through those values of x for which x—>a) or x may approach 

a through right side of a. if x approaches a from left side we 

write x—* a - similarly x—-a + means that x approaches a from right 

side.
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Theorem : Lim f(x) = L (L is a real number) 
x—*a

if and only if Lim f(x) = L = Lim f(x) 
x—>a+ x—ra-

Proof: First suppose Lim f(x) = L
x—? a

Let 0 be given. Then -3 & 7 0 such that

| f (x) - L| < S whenever 0 | x-a| J

If a < x <a+£ , then 0^|x-a|-^S and so

Jf(x) - L|<£ . Hence Lim f(x) = L
x —?• a+

Similarly, Lim f(x) = L
x—* a-

Conversely suppose Lim f(x) =: Lim f(x) = L
x—1 a+ x—? a-

Let S ”7 0. There exists S, 70 such that if a<x <_ a+S,

then | f (.x) - L| < £ . Also 5 ex such that if a - x <_ a

then |f(x) - L|< £

Let S' = min 3 <T, . Then if |x-a| 5

either a / x <_ a+ f or a-£* <_ x <-• a so
1 X. that |f (x)-L|

Lim f ( x) = L
x —7 a

2.3 Discontinuous functions

Definition : A function y = f(x) is said to be discontinuous at 

x = a iff f(x) is nor conti nuous at a.

The discontinuity of f(x) at x = a can occur in any one of the 

following ways.
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1 • Lim f(x) does not exist, 
x _^a

2. Lim f(x) exists but is not equal to f(a). 
x—> a

3. Lim f(x) is infinite. 
x_^a

Now we shall illustrate these possibilities by means of some examples.

Illustration 1 ; Let f(x) be a

f (x) = x V x <9 [0,1)

= x+1 V x G (1 , 

f(1) = 3/2

function defined on H0,2j as fellows

As x approaches 1 from the left 
side (i.e. x—>1 -) we have

Lira f(x) = Lim x = 1 
x-+1 x—+1

As x approaches 1 from right side,

we have, Lim f(x) = Lim x+1 = 2 
x—>1+ x—* 1

Thus Lim f(x) 
x—?1-

/ Lim f(x) 
x -^1 +

in this case Lim f(x) does 
x—

not exist

it exists then Lim f(x) = 
x-^1-

Lim . f (x) 
x—?>1 +

becais e if

= Lim f(x) 
x->1

Such a discontinuity is called as ordinary discontinuity or 

discontinuity of first kind of f(x) at x = 1 .
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Illustration 2

Let f(x) x = x and x / 1

= 2 if x = 1 •

Then Lim f(x) = Lim f(x) = Lim f(x) = 
x^1 + x 1- x-M

But f(l) = 2.

Hence Lira f(x) / f(1)
X —r 1

Hence f is disconti nuous at x = 1 .

But this discontinuity of f at x = 1 can be removed by altering the 

value of f(1 ) •

Instead of defining f(l) = 2 if we define f(l) = 1, then f becomes 

continuous at x = 1.

Hence this type of discontinuity of f is called as removable 

discontinuity.

Illustration 3

If neither Lim f(x) nor Lira f(x) exist then 
x—>a+ x-^a-

f(x) is said to have a discontinuity of second kind at x = a. 

For instance define a function f on by,

f(x) = +1 if x is rational

= -1 if x is irrational.

Then both Lim f(x) and Lira f(x) do not exist. 
x-^y2+ x-r/2-

Hence f has second kind discontinuity at x = y2.
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Illustration 4

If one of the two limits Lim f(x), Lim f(x) exists 
x->a+ x—>a-

while the other does not exist then the point x = a is called a 

point of mixed discontinuity for f.

For instance define a function f(x) on j1as follows : 

f(x) = x for 0 < x <1

f(x) = 0 if X is rational y x ^,2^

= 1 if x is irrational ;

Then Lim f(x) = 1 but Lim f(x) does not exist. 
x->1 x—M +

Hence f has mixed discontinuity at x = 1.

Illustration 5 If either of the limits Lim f(x), Lim f(x)
. x—4a+ . X—ia—

is infinite then f(x) is said to have an infinite discontinuity 

at x =a.

Consider f ( x) = y x V x 6 (^0, ij 

= 0 if x = 0

Then Lim f(x) = (90 • therefore, f has an infinite discontinuity
x—}0+

at x = 0.

EXERCISES :

1. Let f(x) = -6x -+x + 3 = x 1#
x-1 T

Is f continuous at x = 1?

Explain the type of discontinuity f has at x = 1 if f is 

discontinuous at x = 1.
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2. Let f(x) = —2-----
x-1

Then find out the values of x at which f(x) is continuous.

3. Let f(x) = x-j/l for X / 0, f (0) = 1.

Examine the continuity of f(x) at x - 0.

4. Find the points of discontinuity of the function

f^x) = (x-r2) (x-4)

5. If f(x) is continuous at 'c', then show that there exists 

6 7 0, such that f is bounded on (c- S' , c+b ) •

6. Give an example of a function defined on a closed interval 

such that the function is discontinuous at every point of 

that interval.

7. If f(x) is a continuous function on a,Q then show that 

f is bounded on £a,bj •

8. If f(x) is continuous on ja,b] and fCa)^7 f(b)<0 then 

show that f(x) = 0 for some x £ (a,b).

9. Let f(x) = 2x+1 when x<M

= 3 when x = 1.

= x+2 when x > 1 •

Show that f(x) is continuous at x = 1 •

10. Let f(x) = x when 0 < x 1

= 3 when x = 1

= 2x+1 when x 1

Examine the continuity of f(x) at x = 1.
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3. DERIVATIVES

3• 1 Introduction i

Newton and Leibnitz had been able to solve independently the 

two basic problems viz. finding the tangent line to a curve at any 

given point and finding the area under a curve, ihe tools that 

Newton and i-eibnitz inaepencently invented to solve these two basic 

problems are now called the ‘derivative * and the ‘integral’. 

Moreover, one of the great bonanzas of history is that the 

derivative and integral which were invented to solve two particular 

problems, have applications to a great number of different problems 

in diverse academic fields.

The power of calculus is derived from two sources. First, 

the derivative and the integral can be used to solve a multitude 

of problems in many different academic disciplines. The second 

source of power is found in the relevancy of the calculus to the 

problems facing mankind. Among the present day, applications of 

the calculus are the building of abstract models for the study of 

the ecology of populations, management practices, economics and 

medicine •

3.2 Gradient of a curve :

The gradient of a curve at any point is defined as the 

gradient (or slope) of the tangent to the curve at this point.

An approximate value for the gradient of a curve at a point can 

be found by plotting the curve, drawing the tangent by eye and 

measuring its slope. This method has to be used for a curve when 

the coordinates of a finite number of points are known, but its 

equation is not known. When the equation of a curve is known, an
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accurate method for determining gradients is necessary so that 

we can further our analysis of curves and functions.

Consider first the problem of finding the gradient of a 

curve at a given point A. If 3 is another point on the curve 

(not too far from A), then the slope of the chord AB gives us an 

approximate value for the slope of the tangent at A. The closer 

B is to A, the better is the approximation. In other words, as

9—/»A, slope of chord AB---- > slope of the tangent at Let us

now consider an example where we can use this definition to find 

the gradient of a curve at a particular point of the curve.

For this purpose, we introduce the following symbolism. A 

variable quantity, prefixed by £, means a small increase in that 

quantity,

5k is a small increase in x, 

is a small increase in y.

Here £ is only a prefix and it cannot be treated as a factor.

Now consider the curve y = x (2x-1) and the problem of 

finding gradient at the point on the curve where x = 1.

If x = 1, y = 1 , let A be the point (1,1). Let B be a point on the 

curve very close to A. Then x coordinate of B is 1 + £ x 

(where £x is very small or close to zero).
y coordinate of B = (1+ J^_2 (1+ & x) - 7]

= ( 1+ £x) (2^ x + 1 )
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Slope of AB « increase in y/increase in x.
= (1 4- ^x) (2 G + 1 ) - 1

(1 + ) - 1

= 2 ( mx)2 -t- 3 6 x 

= 2 J x + 3

As B approaches A, ~'x —* 0

Hence aradient of the curve at A = Lim \ slope of AB | 
B—> A L

= Lim
f*

= 3

„ I2 * 3 J

Now we found that the gradient of the curve y = x (2x«r1 ) is 

3 at the point on the curve where x = 1. We will now derive a 

function for the gradient at any point on the curve. Then we 

can find the gradient at a particular point by substitution into 

this derived function. Instead of taking a fixed point on the 

curve, we shall take * as any point (x,y) on the curve. Let B 

be another point on the curve whose x coordinate is x + t x.

Then is the point (x 

The slope of chord AB

+ G, Qx + £ x^j (j>x + 2 x - £j

= (x 4- x) (2x -h 2 (Cx-1) - x (2x-1)
X

= 2x2 + 4x - x + 2 ( G)“~-dx - X - 2x2 4- X
8 x

= 4x f X -Vx 4- 2 (4xf 
dx

= [4X - 1 + 2 *]

Then the gradient at any point a on the curve =

Lim 4x-1 4- 2 (Tx

6k -^'0
4x - 1
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So the function ^x-1 gives the gradient at any point on the 

curve y = x (2x-1).

We can now find the gradient of the curve at a particular point 

on y = x(2x-1) by substituting the x coordinate of that point into 

the function 4x-1 . Thus the gradient of the curve at x = 1 is 4.1 -1=3 

which we obtained earlier.

The function 4x-1 is called the gradient function of 

y = x (2x-1) and the process of deriving is called differentiation 

with respect to x. Since 4x-1 was derived from the function 

x(2x-1), it is called the derivative or derived function of x(2x-1). 
Symbolically we write, d/dx ^x (2x-lf) = 4x^1 where d/dx stands 

for "derivative w.r.t. x of". We also write dy/dx = 4x-1. Some

times, we call dy/dx as "differential coefficient of y w.r.t. x".

The above method of finding derivatives is called as "finding 

derivatives from first principles".

3.3 Equations of Tangents and Normals :

Now that we know how to find the gradient of a curve at a 

given point on the curve, we can find the equation of the tangent 

or normal to the curve at that point.

Illustration 1

Find the equation of the tangent to the curve
9

y = x -3x+2 at the point where it cuts the y-axis

y = x -3x4-2 cuts the y-axis where x = 0 and y = 2.

The slope of the tangent at (0,2) = the value of dy/dx when x = 0.
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Thus the tangent is a line with slope -3 and passing through (0^2) 

So its equation is y-2 = -3 (x-0).

Hence the desired equation is y = -3x+2.

Illustration 2
2Find the equation of the normal to the curve y = x + 3x-2 at 

the point where the curve cuts the y-axis.

As shown in the illustration 1, the slope of the tangent 

to the curve at (05,2) is -3.

Hence the slope of normal to the curve at (0,2) is Y3.

Hence the equation of normal to the curve at (0,2) is given by 

y-2 = }'3x or 3y = x + 6.

Exercises :

1. Differentiate the following functions w.r.t. x from first 

principles.
i) y = x2 ii) y = 3x2, iii) y = Yx2 iv) y = x3+3

2
v) y = x - 2x + 1

2
2. Find the equation of the tangent to the curve y = x +&X-2 

at the point where this curve cuts the line x = 4.
2

3. Find the equations of the normals to the curve y = x -5x+6

at the points where the curve cuts the x-axis.
2

4. Find the coordinates of the point on y = x at which the

gradient is 2. Hence find the equation of the tangent to 
2y = x whose slope is 2.
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5 . Find the value of K for which y = 2x + K is a normal to 

y = 2x2-3.
26. Find the equation of the normal to y = x -3x+2 whose slope 

is 2.
27. Find the equation of the tangent to y = 2x -3x whose slope 

is 1 .

8. Find the equation of the tangent to y=(x-5) (2x+1) which

is parallel to the x-axis
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APPLICATIONS of derivatives

1. Mean Value Theorem

2. Derivative as Rate Measurer

3. Differentials and /^pproxima tions

by

Mrs.S.VASANTHA



. 128 .

APPLICATIONS Cr MEAN VALUE THEOREM 

The Mean Value Theorem for derivative is of great importance

in Calculus because, many useful properties of functions can be 

deduced from it. A special case of this result known as Rolle's 

theorem was first proved by Michael Rolle, a French Mathematician 

in 1691. A formal statement of the Mean Value Theorem is given 

here for convenience.

(Ref: Th. 4.10 of the iextbook)

Statement : Let f be a real function, continuous on the closed 
interval ^ajbJ and differentiable in the open interval (a,b)» 

then, '.there is a point C £ (a,b) such that

= f (c) (D

0 is called a mean value.
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Intuitively (1) can be interpreted thus - If we assume f(t) to 

be the distance travelled by a movingparticle at time t. Then 

the lefthand side of (1) represents the mean or average speed in 

the time interval a,b and the aerivative f1(t) on Rhs represents 

the instantaneous speed at time t. (1) asserts that at some instant 

C during the motion of the particle, the average speed is equal to 

the instantaneous speed.

Geometrically, (1) implies that the slope of the tangent at 

(C. f (c))i in f ig.1 . ; f (C1 )) and (C2 , f (C2) in fig.2j is

equal to the slope of the chord PQ.

This is seen in the figure by the fact that the chord PQ is parallel 

to the tangent line at C (in fig.1) (and at and C2 in figure 2).

There may be two or more mean values also on a given interval,

depending on the graph of f.

Although the M.V. Theorem guarantees that there will be atieast

one mean value for a function whose graph is a smooth curve on a given

interval, the theorem gives no infoimation about the exact location

of these mean values. V<e just know that the point C lies some^he370 
a

between/and b. Generally, an accurate location of C is difficult. 

Many useful conclusions can be drawn by simply knowing about the 

existence of atieast one mean value.



Some Consequences of Mean Value theorem :

1 . A generalization of M.V.Theorem can be obtained by considering the 

parametric representation of a function whose graph is a smooth curve 

on £a,bj

Let x = g(t), y = f(t); a 4. t < b .... (2)

be the parametric form of the given function.

Slope of the chord joining the end points (g(a).f(a^) and
(g(b), f(b)) of the curve = . ftb) ~ f,^-- ... (3)

gkbj - g(a) x 7

The slope of the tangent to the curve the point C 
. f1(c)

....
g'(c)

(4)

The Mean Value Theorem asserts that there always exists a mean value 

C in (a.b) for which

_f (b) - f (a)
g(b) - g(a)

f1 (c ) a c <b
1

- (a;
g (c)

g (c) / 0

(A) is referred to s Cauchy’s M.V. Theorem.

2. Algebraic sign of the first derivotive of a function gives 

useful information about the behaviour of its graph. Using Mean Value 

Theorem, the algebraic sign of the derivative of a given function can

be determined.
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Theorem: Let f be continuous on [a,b( and derivable in (a,b),

then,

a) If f1(x) y- 0 Vx Q (a,b), then f is strictly increasing on 

[a, bj

b) If f1(x) < 0 V x £ (a,b) then f is strictly decreasing on 

[a,

c) If f'(x) = 0 Vx £ (a,b), then f is a constant.

Proof (a) For any points and

the Mean Value Theorem applied to
f(x2) - f(x1)

x2 " X1

x^ with a <

Cx1’ X2l

< c <_x„ -

X1 x2“= b’ 

gives

-(5?= f1(c);

Since f1(c) is given to be -y 0 and x^-x^ *7 0, wesee that 

f(x2) - f(x^ 0 implying that f(x^ <f(x2) or f is strictly

increasing on [_a,b2j.

Proof of (b) is left as an exercise.

proof of (c) : Put x^ = a in (b).

\»e get f(x2) - f(a) 1

Since f1(c) = 0, (6)^ f(x2) = f(a) V x2 £ /ja, b)

Hence f is a constant on fa,bl

Using this result, it is possible to determine the intervals 

of increase and decrease of functions.

The well-known sufficient condition for the existence of an 

extrema for a function also follows from the above theorem.

3. The Mean Value Theorem can be used to show that : Any two

integrals of the same derived function can differ atmost by a constant.
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Proof : Suppose F(x) and G(x) have the same derivative f(x)

over some interval a x b.

Consider H(x)=F(x)-u(x) — O) (1)
apply Mean Value Theorem to H(x) on [a, c J 

where C is : a < c < b to obtain

H(c) - H(a) = H1( ) (c-a), a c.

Since H1(x) = F1(x) - G1(x) = 0 by hypothesis, (z Q1 ’ 0 

H(c) - H(a) = 0 and so H(c) = H(a)

^F(c) - G(c) = F(a) - G(a) where

F(a) - G(a) is a fixed quantity. Let F(a) - G(a) = C

bince G is any value of x in {a,b] ,

we have F(£) - G(c) = C 1 VC £

F(x) and G(x) can differ by a constant C.

Now, F(x) and G(x) which are any two integrals of f(x) can differ 

only by a constant C.

bifferentials and Mean Value Theorem

Recall that the differential dy of a function y = f(x) is 

aef inea by the equation
dy = f1 (x) -Ax = f1(x) dx for small Ax. 

flere, dy is an approximate value of Ay, we know that,

Ay = f(x +/>x) - f(x) ... (2)
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Can we improve this approximation ?

Mean Value Theorem helps us to answer this question.

Now, instead of considering x and x+ Ax let us consider any two 

values of x say, a and b.

Then we get Ay = f(b) - f(a),... (3)

and dy = f1(a) (b-a) .... (4)

Since dy d y, f (b) - f(a) f1 (a) (b-a) (b)

From the figure, » IS slope of chord aB .“But by Mean

Value Theorem there exists a C; a < c < b, such that slope of

AB = Slope of tangent at (C, f(c))= f1(c) . 

f(b}b:af-ta) ° f1(c) f(b) - f(a) (b-a) f’(c)-..(6) 

a < c <. b

Comparing (b) and (6) we see that (6) results from (5) when we replace 

a by c in f (a^c being the mean value. Also, (6) is an estimate of 

Ay = f(b) “ f(a). In fact (6) gives an exact expression for 

M or f(b) - f(a), whereas (5) gives a mere approximation to
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— f(a) or £>y• Hence we have proved that the approxima

tion of Ay by the differential dy can be bettered by using the 

Mean Value Theorem. For such an improved approximation of Ay»

Ax need not be very small.

(5) if for a given function y = fix) derivable on (a,b) and 

continuous on ^a,bj we further assume that f1(x) is continuous 

on ^_a,bl , then f1 ought to attain its maximum and minimum values 

(bounds) atleast once on £a,bj . By Mean Value Theorem, we have

f = f 1 (c ) ’ 3 < c <. b (*)
(*)now implies that f1(c) cannot exceed max. f1 nor can it be less 

than min. f^ on [a,bj . So, we obtain

Least value of f^ x f(b) - f(a) r 1 r
on j“a,bj < b~- a greatest value of f on [a,bj

or

Min f1(x) <. 
x ^a,bj

f(a) Hax f1(x) xeLa.b-j

(1)

( 1) can now be used to restate the Mean Value Theorem as follows :

The mean value of a continuous function on a closed interval must 

actually be a value attained by the function.

(1) can also be used to estimate the value of a function at a given 

point when a and f^ are known.
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Assignment Problems

1. Use Mean Value Theorem to deduce the following inequalities :

a) | Sin x - Sin y | | x—y |

b) ny (x-y) < x -y <- nx (x-y)

if 0 < y x f n — 1y2>3p....

2
2. The function y = |4-x -3 < x <-3 has a horizontal tangent

at x = 0 even though the function is not differentiable at x=-2 

and x=2. Does this contradict Mean Value theorem? Explain.

3. A motorist drove 30 miles during a one hour trip. Show that 

the Car's speed was equal to 30 miles/hour atieast once during 

the trip.

4. Show that

d
dx

even though

5.

a)

Explain.

Show that the Mean

f ( x + h) - f ( x) _ 
h

Determine 0 as a

f(x) = X2

Value Theorem can be given b^ the equation.

f 1 (x + 0 h) , 0 < 0 < 1 .

function of x and h when 
( b) f(x) = eX

c) f(x) = log x , x 0
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DERIVATIVE AS A RATE MEASURER

Consider a particle P moving in a straight line. Its motion 

can be described by the function

S = f(t), where S is the position of P at any time instant t. 

Let V be the Velocity of the moving particle P, at the time instant 

t. We wish to obtain V as the derivative f\t).

Recall that the average velocity of P in a time interval At

is the difference quotient • andA t
As f ( t + At) - f(t) (S + A S) - S
At (t + At) - t It + a t) - t

V, the Instantaneous velocity of P at time t.: is now computed from
/\ C

the values of ■ for progressively smaller values of At.

This leads to V as lim

orV = Lim V - ft.V ... (2)
At -*o

(.2) Implies that when the position function S = f(t) of a moving 

particle is known, the rate of motion of the particle w.r.t. time 

can be given by the derived function f1(t).

When the motion of P is uniform, the average velocity itself 

represents the instantaneous velocity, as the velocity of motion

remains constant at all instants of time.

sIf P moves with variable velocity, then average velocity 

differs with differing values of At. By taking an instant ’t' as a 

time-interval of length zeroj (an instant is at a point of

time) —— reduces to for a given instant of time 't'»

which is meaningless. However, for small values of zit, gives
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approximate values of instantaneous velocity V. Hence it is 

reasonable to define V with the aid of the limit concept. Thus,

V = lira = f1(t)

Note: V is independent of the increment At^but depends on the

value of t and the type of function f(t).

Variable Physical magnitudes as derivatives: More examples.

1. Acceleration j V/hen the velocity function = f(t) of a 

parricle performing non-uniform motion is known, the instantaneous 

rate of change of its velocity (acceleration) is computed by

Acceleration = — = f\t) = Lim ■ y- when the
dt At-^0 At

quotient -v Y = I^2 is the averaae acceleration,
t At

2. Heat Capacity; as a derivative

Let q = H(t) give the quantity of heat q, absorbed by a 

physical body when heated to the temperature t. Heat capacity C 

is the rate of change of the quantity of heat absorbed w.r.t.

temperature. C is expressed as a derivative. If average Heat
/-I

Capacity is the quotient Aq/ /\t,

then, C = Lim C
At -?o

av
A-t b

As_ „ , ,m H(t + A t) - Hit)

= H1(t)
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3. Reaction rate of a chemical reaction

Let the function m = 0 (t) represents the mass of a

chemical substance entering into a chemical reaction during time t.

The rate of change of mass of the substance w.r.t. the time t 

is called the reaction rate. This can be expressed as a derivative.

If Average reaction rate R^v for the time interval tit is

given by the quotient
A m _ 0 (t 4- A t) - 0(t)
At

Then the

is

reaction rate R for a given amount of substance at time t

Lim
At —>

Lim R
Al- oav

= ?1(t)R =

The above examples show how derivatives are used to express 

certain variable physical magnitudes as rates of change w.r.t. some 

other physical magnitudes.

In general, the derivative of a function estimates the rate

of change of a given function. Hence
f1(x) = Lira Hx -r A x)._- f(x) 

iX-)0 A x

gives the measure of the rate at which f(x) chances with respect to

x, at a given point x
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Related rates - Problems :

Before attempting to solve some problemswe recall the chain 

rule, as it is often tailor-made in solving the related rates problem^

If Z = f(y) and y = g(x)

then dz dz dy , .
dx = dy ' ax

where ~ = f1(y) and = g1 (x)

(1J Tells us that the rate of change of Z w.r.t.Xis the product 

of the rate of change of Z w.r.t. y and the rate of change of y

w. r.t. x.

Problem 1. A variable right triangle ABC in the xy-plane has its

right angle at the vertex B; a fixed vertex at the origin and
7 9the third vertex C restricted to lie on the parabola y = 1 + —- x .* do

The point B starts at (0,1 ) at time t = 0 and moves upward along 

the y axis at a constant velocity of 2 cm/sec. How fast is the 

area of the triangle increasing when t = 7/2 sec ?

Solution: Clearly the moving vertex C of the expanding triangle

has for its coordinates C (x,y) where x is the base and y the

height of the triangle, x and y are both variables. C(x,y) satis- 
7 2fies the equation y = 1 + x . Note th-t the triangle

remains right angled while varying in its size.

The velocity of the moving vertex B along y axis (= dy/dt) 

is a constant (=2 cm/sec).,\ The equations relating the variables

x, y and t are

(J} t. «i Area m = y 2 xy
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y = 1 + 3F 2X

(3; y = 1 + 2t

C4? 7x2 = 7 2t

We , dAmust find —t at t = 7/2 sec.

dA 
d t = Y2 (x.dy/dt + y.dx/dt)....

Substituting x = 6 and y = 8, (found from (3) and (4) for t = 7/2) 

and ^sing the values ~ = & and |r = 2 in the equation (5)

We obtain ~ cm2/sec at 7/2 = t

2
The triangle is increasing its area at the rate of 66/7 cm /sec.

Problem 2. M stone is dropped into a quiet pond and waves move in 

circles outward from the place where it strikes, at a speed of 3" per 

second. At the instant when radius of one of the wave rings is 

three feet, how fast is its enclosed area increasing ?

Solution; Radius r and area A are 

the variables. The equation relating 

the variables are

A =TTr2 so that ££ = 2iTr^

The

th e

speed of the wave

radius increases

outward
dr
dt

from the center is the rate at which

dr _ 
dt

increase in area

/sec. At r = 3 the rate of

qt = 2 Z = ~ 4,71 sq. ft/sec.
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Problem 3 : Water runs into conical paraffin paper cup five inches 

high and 3 inches across the top at the rate of one cubic inch per 

sec. When it just half filled, how rapidly is the surface of the 

water rising ?

Solution: The height (H) and the diameter (D) of the conical cup are

the given constants. Let h be the height of the surface of water in 

the conical cup, when the volume of the water already in the cup is V. 

h and d (the diameter of water in the cup^are both variables.

The rate of increase in the volume of water = rate of inflow of 

water into the cup = dv/dt = 1 cubic inch per second. The rate of 

rise in the surface of water in the cone = rate of increase of 

height h = dh/dt

9
V = Volume of the conical cup = 3^ = 11.7

1 11.72 V = ■ 2~‘~ = 5.85 cu. inc. is the volume of water in the cup 

when first half filled.

We must find dh/dt when v = 5.85 and dv/dt = 1.

V, Volume of water in the cup =
■ Vd1 2h

hd' 12
IT (1)VV 12
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(1) relates the variables h and V, but also contains *d* . 

We must express d in terms of h or V.

= H = £ = .6Vie have ——h

d = .6h

Using (2) in (1)

(2)

h. (.26 hz) = 12 V
TT

= .36 h'

h = -2L -\3/l/
V . jtir

73After computing cube roots, we can write h = 2.2 V'

d h 
dt

.74
oHa7

--2/3 g

dV
dt when V = 5.85 (half filled) and = 1

dh
dt

.74 .1 = .74
3/15.85) 3 35.2

= .23 in/sec.

Problem 4: A balloon is rising vertically from the ground at a 

constant rate of 15 ft/sec. An observer situated at a point P 

160 ft away from the point of lift-off tracks it. Find the rate 

at which the angle at P and the range r are changing when the 

balloon is 160 ft. above the ground.

"P (observer)

IGO -ft
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Solution: Variables are angle © and the range r,
hFrom the figure, tan © = 160

(1)

Differentiating (1) on both sides w.r.t. t

Sec2« . £ at
dh
dt

(2)

Ath=160 (1) gives tan 0=1 © = "/4«

Sec2© = ( \^2)2 = 2; ~ =15 ft/sec. (^wen) 

1 15
160 ht = B rad/sec - 54 radians/sec.2 —2 dt

“ 160

x 15

Angle P is increasing at the rate of 3 radians/sec when h = 160 ft 
64

Now to fina the rate of change of the range r

2 9 9From the figure, h + 160 = r

(Note h and r are variables)

differentiating (3) w.r.t. t.

(3)

2h % dh/dt = 2 ar
dt (4)

when h = 160, r 1602+1602 = 160 \^2

dh
dt

dt
at

= 15 ft/sec. 

160
1 60 .15 = 15

ST
Range r is varying at the rate of

15 \f~2~
2

15 J~2

ft/sec.

ft/sec.2



. 144 .

A step by step guide to solve related rates problems :

1. Draw a figure. Name the variable and constant magnitudes.

Label these in the figure.

2. Mark the variable/variables whose rate/rates of change you 

must find.

3. Form equations relating variable and constants.

4. Substitute known values (if necessary) and differentiate.

Obtain a single equation expressing the rate that you want 

in terms of the rates and quantities already known.

Problems for Assignment ;

1 . Suppose a rain drop is a perfect sphere. Assume that through 

condensation, the rain drop accumulates moisture at rate 

proportional to the surface area. Show that the radius 

increases at a constant rate.

2. A balloon 200 ft off the ground and rising vertically at the 

constant rate of 15 ft/s. An automobile passes beneath it 

travelling along a straight road at the constant rate of 45ra/hour. 

How fast is the distance between them changing one second

later ? (ans. j3.7 ft/sec).

3. A light is at the top of pole 50 ft high, a ball is dropped 

from the same height from a point 30 ft away from the height.

How fast is the shadow of the ball moving along the ground y2 

second later ? (Ans. 1500 ft/sec.).
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4. Two ships A and B are sailing straight away from the point D
o

along routes such that the angle AOB = 120 . How fast is the 

distance between them changing, if at a certain instant DA=8 miles? 

Ship A is sailing at the rate of 20 miles/hr and ship B at the 

rate of 30 miles/hr ? (Hint: Use law of Cosines) 260/37 miles/hr.

2 25. A particle is moving in the circular orbit x +y =25. As it 

passes through the point (3,4), its Y-coorcinate is decreasing 

at the rate of 2 units per second. How is the X-coordinate 

cnanging ? (Ans; 8/3 units/sec).

Additional Problems for Assignment :

1 . Find the height of a right cone with least volume circumscribed 

about a given sphere of radius H. (Ans.4R)

2. It is required to make a cylinder, open at the top the walls and 

the bottom of which have a given thickness. VJhat should be the 

dimensions of the cylinder so thatfor given storage capacity, it 

will require the least material ? (Ans. R = 3 V/R is the inner 

radius of the base, V = inner volume).

3. Out of sheet metal having the shape of a circle of radius R, cut 

a sector such that it may be bent into a funnel of maximum 

storage capacity. (Ans. The central angle of the sector = 2 fTj2/3

4. Of all circular cylinaers inscribed in a given cube with side a 

so that their axis coincide with the diagonal of the cube and the 

circumferences of the base touch its planes. Find the cylinder 

with maximum volume.
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5. In a rectangular coordinate system a point (X Yq) is lying 

in the first quadrant. Draw a straight line through this 

point so that it forms a triangle of least area with the 

positive directions of the axis.

(Ans. X/2Xq + Y/2Yq = 1 ).
2

6. Given a point in the axis of the parabola Y = 2px at a 

distance of a from the vertex, f ina the abscissa of the point 

of the curve closest to it. (Ans. X = a-p).

7. Assuming that the strmgth of a beam of rectangular cross-section 

is directly proportional to the width and to the cube of the 

altitude, find the width of a beam of maximum strenyth that may 

be cut out of a log of diameter 16 cms. (Ans. width = 8 cm).

8. A torpedo boat is standing at anchor 9 km from the closest 

point of the shore, a messenger has to be sent to a camp 15 km 

(along the shore) from the point of the shore closest to the boat. 

Where should the messenger land so as to get to the camp in the 

shortest possible time ? (if he does 5 kms/hr walking and 4 kra/hr 

rowing). (Ans. at a point 5 km from the camp).

9. Show that the volume of the largest right circular cylinder which 

can be inscribed in a given right circular cone is 4/9 the 

volume of the cone.

10. If sum of the surface areas of cube and a sphere is constant, what 

is the ratio of an edge of the cube to the diameter of the sphere

when a) the sum of their volumes is a minimum? b) the sum of 

their volumes is a maximum ?
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11. A lamp 50 ft above the horizontal ground and a stone is 

dropped from the same height from a point 12 ft away from 

the lamp. Find the speed of the shadow of the stone on the 

ground when the stone has fallen 10 ft.

12. The volume of a certain mass of a gas under pressure P lbs wt/sq 

inch is v cu.inches where PV = 1200. If the volume increases

at the rate of 40 cubic inches/rpin. find the rate of change 

of pressure when vol = 20 c.inches,

(Ans. 120 lbs/m^n).

13. A circular blot of ink on a blotting paper expands in such a 

way that the radius r eras at t secs is given by

r = t - 1

Find the rate at which the blot is increasing at the end of

2 seconds. (Ans. 2079 TT x 
512 J ‘
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DIFFERENTIALS AND APPROXIMATIONS»

In this section, we attempt to define derivative as a

quotient of tv.o quantities called differentials and see how this 

definition is useful in carrying out approximate calculations.

Recall that, derivative f1 * * *(x) of a given function y = f(x) is 

defined as the limit of a quotient,

i.e. f1(x) = lim — 7 = dy/dx
Ax —0 A

Note that f\x) itself is not a quotient•

It is wrong to interpret that dy/dx ds obtained by dividing dy by dx^

Where dy = lim & y and dx = lim A. x 
A x —/ x —>> 0

This interpretation leads to the result 0/0.

However, using the notion of derivative as a limit, it is possible 

to define a new quantity ’dy' called the differential of y so that 

the quotient dy/dx will indeed become equal to the derivative f1(x).

Meaning of differential :

Consider y = f(x), derivable at x.

Then, f\x) = dy/dx = lim (1)
Z^x -?0

I 1\ implies that^-^ differs from< 7 zs x dx
(or f\x)) by an infinitesimally small quantity £ ,

^Here ^x, £ are examples of infinitesimals).



149 .

’ = f 1 (x) + £
■•AX

Ay = fJ (x). A* + £» (D

The term £,/\x being the product of the infinitesimals,

is much smaller when compared with the term f1(x).Ax. •

For ^x sufficiently small, we see that f\x).y\.x is a good 

approximation of A y if we neglect the terra

Now let us define the differential dy of y by dy = f1(x). Ax. 

Denoting dx, the differential of x as ^x itself (why ?)

We obtain dy = f\x) • dx iXncL cLx. - 5c

The derivative f1(x) = the quotient

f1(x) = the quotient of the differentials dy and dx.

Il lustration1111) Consider a square of side x units. An error of .01 

has crept into the measurement of its side. Estimate the ercor in 

its area.

Let us take x = 12 units.

nrror in the measurement of x = .01 

?r A X = .01
9If the function in question is y = x

then, y = 2x . x + ( A x)2 = 2 x 12 x (.01) + (.01)2

whereas dy = f (x). dx = f1(x). /A x = 24x . 01

neglecting ( . 01) ■ y dy.

Error in this estimation is .0001.
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(2) To see the advantage gained by approximating 

AY by dy, consider f(x) = x4

AY = 4x3- A x + 6x2 ( Ax)2 + 4X . (ax)3 + (Ax)4

For small Ax» the P°wers of Ax get progressively smaller.

Replacing Ay by dy,
1 3dy = f (x). Ax = 4x . /\ x is a good approximation to Ay.

It is worth noting here, how much simpler it is to compute dy 

as compared to Ay.

When the functions under investigation get more complex, the 

usefulness of approximating Ay by dy becomes even more pronounced.

The geometric meaning of differential.

Refer to the figure 4.22 given in the text book. 

a variation of the same figure is supplied here.

Geometrically, the approximation by the differential is the 

tangent line approximation to the curve y = f(x) at a given point 

P(x,y). Note that the tangent to a differentiable curve always runs 

close to the curve near the point of tangency.

From the figure it is clear that /\y and dy are not the same. 

While AY gives the actual change in the function y = f(x) as x 

changes to x+ A x, dy gives the increment in the function represented 

by the tangent line to the curve y = f(x) air P(x,y). In other words, 

if the function y = f(x) were ..'replaced by its tangent line at P, dy 

would be the increment in the function representing the tangent

line corresponding to the increment dx in x. The slope of this
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tangent line is f\x) at P(x,y). 1 he difference in /\y 

the vertical portion of y between the tangent line and 

of f(x). The less the graph curves, nearer is it to the 

line and better, the approximation is dy to Z\ y.

and dy is 

the graph

tangent
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Errors and approximate calculations :

1. Differentials are used to estimate the square roots, cube roots 

fourth roots and so on. (Ref. text).

2. Estimation of small errors: Physical measurements using instru 

ments are subject to small errors. Differentials are used to estimat 

the accuracy and the error involved in measurements.

For example, when the diameter (d) of a small steel ball is 

measured by a vernier and if the reading is correct to 7-— of an 

inch. The true measurement differs from the vernier reading by 

■ ■ yQQ— th of an inch.

If ^x is the error in the measurement of a magnitude x, the 

corresponding error which results in y =f(x) is approximately
y = f\x). x = dy. This error is called the absolute error.

The ratio of this error A y to the magnitude y is y , 

is called relative error.

and

1 00.—y is called the percentage error in y.

Now, going back to the problem of steel balls, the actual 

measurement gives the diameter as d +A x. The relative error here 

is - — . Now we want to find the corresponding error in the 

volume of the sphere.

Volume of the sphere = V(d) 

Z\V dV = ± TC d2. AX.

1
6

3
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Hence the relative error in the volume is
AV 3 3 '
VW)~ VC<1) ’ 1^3

= 3 times the relative error in the diameter.

4 2Example 1 : If f(x) = x - 4x + 7x - 5

find f(2.99).
I

Here we take x = 3, and j\x >01
f 1 (x) = 4x^ - 8x + 7

f1(3) = 91, f1(x). A x = f1(3) . Ax = -0.91

f(2.99) = f(3) + f1(3). A x

= 61 + (-0.91) = 60.09 = 60.09

Example 2 : Find the linear approximation to 

f(x) = Il + A near x = 2.
V

We must evaluate f(2) + f1(2) (x-2) 

takingAx = (x-2)

f1(x) = •5 (1+2x) 72

Its value at x = 2 is
f’(2) 1

1+ 2.2

o = — 1- 
<yi+2x"

o

f(2) = -JT

f(2) + f1(2) (x-2) = 5 (x-2)
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2

2x3

Linear approximation of 

f(2) + f’(2) (x-2) =

J~1 + 2x = f(x) near 2 is

jf y = f(x) is differentiable at xq

then f(x)£^ f (xq) + f1(xQ) (x-xq) for x near xq ->

3) How accurately should we measure the edge x of a cube to 
3

compute the volume v = x within 1% of its true value.

Solution : We want inaccuracy ZSx

enough to make corresponding increment 

inequality

I A v I “Too x 7 = Y3o • 
2

Using differentials, dV = 3x . x 
V 3x2 . x

in our measurement to be small

AV in volume to satisfy the

3x

- 3 x« 01 - X__
100I 3.100

Hence we must measure edge x with an error that is no more than one 

third of one percent of the true value. 

llStnj du erer.cLV “ 3'X. • Ax.

AV 7^ Ax

} 3 x.q-; X- - L ,?c_ 
3 ioo3, loo

Ln IKe Vn X. c-U-ld 'X.cl'
|OO

c-rror ' -r v j ,
le.e4 O, Curvet iFTe Uu Va cut

• ‘ terror

i»
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Assignments ;

1 . Estimate ^4,/ Y7 •

2. Calculate Sin 59° approximately, knowing that Sin 60° = \[3 

Remember that in calculus formulae presuppose radian measure 

for angles.

3. The width of a river is calculated by measuring the angle of 

elevation from a point on one bank of the top of a tree 50 feet 

high and directly across on the opposite bank. The angle is 

45° with a possible error of 20* • Fine the possible error in 

the calculated width of the river.

4. A given quantity of metal is to be cast in the form of a 

solid right circular cylinoer of radius 5" and height 10".

If the radius is made 1/20th of an inch too large, what is 

the enor in the height ?

5. The edge of a cube is measured as 10 cm with a possible

error of one per cent. The cube's volume is to be calculated 

from this measurement. About how much error is possible in 

the volume calculation ?

6. About how accurately must the interior diameter of a 10 meter 

high storage tank of cylindrical shape be measured to calculate 

the tank's volume to within an error of one percent of its 

true value.

7. The radius of a circle is increased from 2.00 to 2.02 meters 

a) estimate the change in area

b) calculate the error in the estimate in (a) as a percent of 
the original area.
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8. If f(x) = x -2x+3 and given f(8) = 4083 find the value of 

f(8.001).

9. If f(x) = x^+x^+x-3, find f(1.09) approximately.

10. bhow that the relative error in the volume of a sphere is 

three times the relative error in the radius.
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DEFINITION CF DEFINITE INTEGRAL

Introduction :

Historically, the basic problem of integrals is to find the 

areas and volumes by certain approximation methods. The first 

abstract proofs of rules for finding some areas and volumes are 

said to have been developed by Eudoxus between 400 3.C. and 

350 B.C. Later his method of approximation was developed and 

exploited by Archimedes. This raethcc, called method of exhaustion 

is at the root of all modern developments in the theory of measure 

and integral. In the 19th century, this method culminated in the 

theory of Riemann integration, defined by means of Riemann suras.

In modern times, the method of exhaustion can be stated as 

follows: Let be a surface of known area s. Also suppose that 

S’ is a surface of known area s' contained in s and s" is a surface 

of known area s" containing s. Then s' s <s". The approximating 

surfaces s' and s" are taken as polygons or sums of slices, mainly 

trapezoidal or rectangular according to the particular figure s 

under the method of Eudoxus and Archimedes. In fact, the definition 

of area as a sum of rectangular areas is in vogue from 16th century A.D

Calculus (both differential and integral) was invented by 

both Newton and Leibnitz — independent of each other. Newton, 

influenced by his teacher Barron used calculus to solve the problems 

of dynamics. Thus he conceived all functions as functions of a 

universal independent variable known as time (t). So he had no 

concept of functions of several variables and partial derivatives.
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For Newton, the primary concept was that of fluxion (derivative) 

and arose from kinematical considerations. Newton did not isolate 

the concept of integral; nor he introduced one symbol for integra

tion. His first basic problem was to find fluxion (derivatives). 

Integration was used in a geometric form to find fluents (anti- 

derivatives or indefinite integrals), functions when fluxions 

(derivatives) are given. Newton based his theery mainly on the 

fact: The derivative of a variable area F(x) under a curve is the

ordinate f(x) of this curve. For Newton, integration was the 

inverse process of differentiation, as he was mainly interested 

in the following problem— Given an equality relation containing 

fluxions, find the relation for fluents, which is the basic problem 

to solve ordinary differential equations. He solved these by use of

series.

On the other hand, Leibnitz thought of the derivative as the 

slope of a tangent, and the integral as summa omnimum llnae.

The main purpose of all his work was to devise a universal language, 

that is, a general formalism for systematisation and organisation 

of knowledge. To a great extent, he succeeded in creating such a 

formalism for calculus. In fact, the present formalism in calculus 

is mainly his including the integral symbol (a stylised form of the 

letter L standing for summa.omnimum). The terms constant, variable,

function and integral used in calculus are due to Leibnitz
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G.F .B.Riemann in 1854 (published in 1867) gave necessary 

and sufficient condition for the existence of integrals called 

Riemann integral and showed that continuous functions satisfy 

his condition. The definition of integral as a limit of sum of 

areas as given in the text books is due to him.

Resume of the key concepts :

Tv/o important ideas underlie the treatment of definite
t

integrals in the text: 1. Cefinite integral f(x). dx as a

limit of the sum of areas and 2. Fundamental Theoremof Integral

Calculus.

Here, we give an alternative treatment of Fundamental 

Theorem of Integral Calculus.

Statement Fundamental Theorem of Integral Calculus

If f(x) is integrable in (a,b), a < b, and if there exists a

function F(x), such that F’ (x) = f(x) in (a,b), then
4,
\ f(x) . dx = F(b) - F(a)

Proof : Let a = xQ < x^ < x^ < .. .. < xn = b

Then, by the Mean Value Theorem of Lifferential Calculus,

F(xr) - F(xr_,) = (xr - xJ._1) F ( 5r )’ xr-1 <

Taking the sum of the respective sides of the above equations, we

^where £T = Xj? - xr-1

= F(b) - F(a) (.0
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Suppose that C is the length of the largest of the sub- 
intervals » x^). 1 hen as £—*. 0, all the .s will also 

tend to 0. So we have

.Lt 2 F< V ) 2- = F(b) - F(a)

Now f(x) ano so F'(x) is integrable in (a,b).

Hence
€ -k

'U ) •?, = 'f’(x) . dx = (Lt IF' f(x).dx (2)

From (1) and (2) we have

f(x) dx = F(b) - F(a)

The following points are to be noted regarding the above 

theorem.

1. This theorem is very useful and important as it gives us an 

easy method of evaluating the definite integral without calculating 

the limit of the sum by establishing a connection between the 

integration as a limit of a sum and the integration as inverse 

operation of differentiation.

2. \ f(x) dx is a function of lower limit a and upper limit b, 

and not a function of the variable x.
x

3. In \ f(x).dx the upper limit is the variable x. So f(x).dx 

is not a definite integral, but another form of the indefinite 

integral. For example,

K I f(x).dx = F(x). Then

\ f(x).dx = F(x) - F(a) = F(x) + a constant = f(x).dx.
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6
Extended definition of \ f (x ). d x

The following definition of \ f(x).dx is an extension of 

the definition given in the text.

Let f(x) be a bounded function defined in the interval (a,b) 

and let the interval (a,b) be divided in any manner into n sub

intervals

x ) » (x'j»x2)>,,*» (x^^fX^),..., (, b) of lengths 

; respectively where a x^ x2 . .......... < xr 1

< xr < .. .. < xn__1 < b.

In each of these sub-intervals select an arbitrary point and let 

these points be such that

\ (a »x-j) , % _ c ( x1 1X2) ( xr_-j »xr) )

.............. \ e <xn-,’b)

-rv
Now let Sn = V

-r -1

Now let n increase indefinitely so that the longest of the 

lengths -c t » , c M tends to 0. in such a case clearly each of

J , tends to 0. Now, if in such a situation (i.e.

max. ( £, .S —^P), tends to a finite limit which does not

depend on the manner in which (a,b) is divided into sub-intervals 

and the points ?,,*? , ... are selected; then this limit

(if it exists) is defined as the definite integral of f(x) from

a to b and symbolically denoted by \ f(x).dx.
c-

In the textbook, for the sake of simplicity, the sub-interval 

are supposed to be equal and the points S, . . ’ • - ’ ' -v

are taken to be the end-points of the sub-intervals.
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Areas of difficulty :

Here are solved seme problems the types of which are not 

discussed in the text.
-c

Problem 1 . Evaluate ' xm.dx where ir. is any real number / 1 

a nd 0 < a < b .

Solution: Consider the sub-intervals
(a, ar), (ar, ar2), (ar2, ar3),..., (arn“1, arn) of (a,b) where 

arn = b i.e. r = (b/a)'n.

Clearly as n —* xo , r = ( —L )' n—* 1 so that each of the length, 

of the sub-intervals

ar - a, ar2 - ar,...., (arn - arn"1 )

i.e. a(r-l), ar(r-l),..., arn 1(r-1) tends to 0.

Now by the extended aefinition of \ f(x) • dx ,

.lx ~ Jjt
C f) k V - 0

-tK 1- 9

Vk

= Lc ,

- Lv G 11 ) -

v, ' T'V-I
zy

It 9 i- z n,r'- '—

VI
-v XT- ->i k.,

U ekrV

TY\ + \
'Y be k

u c ?

4- ( C .
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y -*-e j-a y'’ U CAz-'C.

-r—-?\

z- iy

- Li-

G. I-
Y1\ V I

-b U -y - i
T*’ H r\ 4-1

Jvtk •vrt A- k =5

r

L -
-rr\ — I

£ — G- ^"ke- r ~- H -. jp 14
'VM 4- I

kV V*- #A_t V/ Q K * w< vm^r* *“ n k'^*
3 < •'

Series represented by Definite Integrals 

The definition of the definite integral can be used with

profit to evaluate easily the limits of the suras of certain series, 

when the number of terms in the series tends to infinity. The 

method lies in identifying a definite integral equal to series.

In fact,
•6

\ f(x).dx = Lira h y f (a + rhi) where nh = b-a 
h —>o 2— 4

°rnii i Q(a) + r )= j f(x)«'
Az

If a = 0, b = 1, we have

It yn f(r/n)= C f(x) . dx
rv —> . -

,dx
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In the above discussion, r takes the values either 

0,1,2,. ...n-1 or 1,2,3,...,n . These two sets cf numbers

represent the left and right extremities of the elementary vertical

rectanqles (columns) in the calculation of area represented by 
t 1

\ t(x).ax. (Refer to the definition of j f(x).ax in the text). 
a. r~

The following are illustrative examples.

Problem 2. evaluate

it r _i
n -—L rn+m n+2m .+ n+nm

1 1

Solution: The given expression

\
-» A

I
\ T

-U-

I
dx

-t ( n-p -H
I -r —-

1+mx by definition of the definite integral
c j f(x).dx

= ym log (1 + mx)

= ym log (1 + m) - log 1 

1 ym log (1 + ra)

Problem 3. Evaluate

V\

Solution :

“jl1+n)^1+n) •••• C1+h)V

= (1 .... (1 +

Then It log A 
n —?

= “ '/S'n —h ...

log (1 + z )

log (1 + x)
o
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Now put z = 1 + x

Then x = 0 implies z = 1 and x = 1 implies z = 2.

So It log A 
n —

= log z. dz

= 2 log 2-2-1 log 1 + 1

- 2 _og 2-1=2 log 2 - log e

= log 4/e

So It A = —
n e

Assignments :

1'sing the definition of \ f(x).dx as a limit of a sura 

evaluate the following definite integrals (1 to 10) :

1. : ~x •• e . d x 2. \x^.dx

3. (ax+b) dx 4.
i\ *
sin x. dx

5. (' cos © . d© 6. y . d x
JCk

7. dx 8. C ' dx

9. C’ ex.dx 10. (sec2x.dx
c

Evaluate the following limits using definite

11. M +
n —

1 1- i
n+2 n+n j

n12. it
B— 2 I2n +1 2 o2 n +2 2 2 n +n j
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I 12 2 2
13‘ + —TT3-----  +

n—[ n +1 n +2

• o
, , ... t-" n -h r___14 • It '2_

n /_ n+r

15. It
-Y\------ C"3

7(n+1 ) + /(n+2) + ....+ ?(—)
n / n

16. It \ -----------—-----------------------
_Z__ (n+r) 7ir (2n+r)f
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Answers :

, -b -aI . e - e

2. y3

3. a/2 + b

4. 1

5. Sinb - sin a

6. 2/3

7. 2

8. y4

9. e3-e

10. 1

II • log 2

12. TV/4

13. (y3) log 2

14. H + (X2) log 2 
h-

15. (4/3) J 2 - 2/3

16. /3
17. 2e^2^ (Vk-4)

18. 4/e
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PROPERTIES OF DEFINITE INTEGRALS 

Here we will discuss and clarify certain important properties

of definite integrals which have not been discussed in the text.

Proof :

Suppose that J f(x).dx = 0 (x)

Then, we have by Fundamental Theorem of Integral Calculus

5 f(x).dx = 0(b) -0(a) (1 )

Also, l, f(z).dz = 0(z) and by the Fundamental Theorem of Integral
rv

Calculus,

f(z).dz = 0(b) - 0(a) (2)

From (1) and (2), we have the result.

This property states that a definite integral is incependent 

of the variables with respect to which the integration is performed.

Set z + a = x. Then dx = dz

Also, x = a implies z = 0 and x = 2a implies z = a
rv

= f(x).dx
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Again with the same substitution, z+a = x, we can see that 

\f(x).dx = , f(z+a).dz = j f(x).dx = flx).dx
T-C- -v. rv

Similariy, we can show that
■▼vik. y\ . n

f (x) .dx = f (x) .dx = ...= \ f(x).dx = j f (x)dx

Hence we get the result.

Illustration;

we have ,:n

\ flx).dx + \'~ f(2a-x).dx

of the textbook

= \f(x).dx+ 1 f(x).dix GX

Since cosx = cos (x+ )

TC*

\cos x. dx = 6 \ cos x. dx

c
3. >, f ( x).dx =

Proof :

By formula 7.2
l»*v»

j f (x) .<

Substitute 2a - z for x. Then dx = -dz.

Moreover, when x = a, z = a, and when x = 2a, z = 0; so

') f(x).ox = - \ f(2a-z) = jf(2a-z) by formula 7.1 of the 

textbook - \ f(2a-x)

rtence, \ f(x).dx = \ f(x).dx + ( f(2a-x)
0 o e

A-
4. i) \ f(x).dx = 2 j f(x).dx if f(2a-x) = f(x) and

r o

ii) ( f(x) = 0, if f(2a-x) = -f(x^

o
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Proof :

i) f(x).ax = \ fix).ax + J f(2a-x).dx by the previous result.
p e c
- kx

= ) f(x).dx + I f(x).dx
C? C

= 2 \ f (x). a x

ii) The proof can be written as in 4(i).

5. If fix) is integrable in the closed interval a,b and if 

fix) 0 for all x in ;'a,b], then ! f(x).dx 0 (b y a).

Proof :

Since fix) is integrable in I a, b 'i f(x).dx exists. Since 

flx)>z 0 in (~a,bj in the sub-interval (xf x^) of ^a,bj 

the lower bound 0, and so the lower sum s for the partition

Of L3»bJ = 1 mr

So 1, which is the exact upper bound of the set of numbers s,

is 0.
X

Now, since f(x).dx exists, t = f(x). ax

Hence, I f(x).ax exists

6. If fix) and g(x) are integrable in a,b) and f(x) > g(x) 
* t

for all x in Ta,bJ then \ f(x).dx \)g(x).dx

Proof:

Let h(x) = f(x) - g(x)

Then as fix-' and g(x) are integrable in |^0,iJ > h(x) is so.

Also, as f(x) g(x) in (_a,bj ’ h 0 in La,bJ ‘



Applying the previous result, we find that

i.e

\ h(x). ax 0
a.

j(tkx)-g(x)) dx 0

i.e. \ f ( x). a x - \ g t x). a x

i.e.
C £

j f(x).dx \ g(x) .dx

7. If f(x) is integrable in (a,b), then 
.l x,

| f(x)| .dx J f(x).dx^
o. '*■’

P roof:

Let a — x^, x 1, 1’ ^n ~ Partit ion

[ a,b | and let Sr = xr - x^_1.

Then we have

H y, W Lt - • -

- Uca\S,\ v\R<>\ -b -

tm)Mv + -V ■f

b
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where fXr—1 ’ xrj an^ eac^ is clearly positive

Now, let n > c\s so that max. (_ Lx , > - • • >

———0 i.e. each £> —o

Then clearly

i>e- $\h'M

1 <, U 5

Solved Examples :

The following examples will illustrate the use of the properties 

of the definite integrals in solving problems.

Example 1 :

Show that
tt/ x. I
( log sin x. dx = j log cos . dx = ^r'/2) log y2
° mk c

\ log sin x. dx
o

== J ^log sin ( /2 - x) . dx

= J log cos x. dx by Formula 7.4 of textbook
71^

Now if each of the definite integrals log sin x . dx and

\ log cos x. dx is taken to be I, then
° -n/x. “(V

21 = ' log sin x. dx + j log cos x . dx
—1>- ° *' 'K/J-

= j (log sin x + log cos x) dx = j log (sinx. cos x) dx

= $ i°9 -^5—“ . dx = j (log sin 2x - log 2) . dx
rdi? ''

= log sin 2x . dx - ( ^/2) log 2

Set 2x = u. Then dx = du/2.
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= j log (1 + tan ( n/4 - u))

We have

i log sin 2x. dx = y2 log sin u . du
3 J

rt I x-
log sin x. dx = \ log sin x . dx by result 4(i)

0
= I

So, 21 = I - ^/2 log 2

i.e., I = -( ”/2) log 2 = ( "/2) log (}'2)

Example 2 :
i

Show that I jrP.g.I1 + x?dx = ( ^/8) log 2 
1 + x

Set x = tan u

Then dx = ajx o- Moreover, x = 0 u = 0

and x = 1 u = "/4

So 1 = \ log (1 + tan u) du
(T/h

du = j l0? <1 + 1 Z tan u } dU

J log . d u1+ tan u

= 5 (1°9 2 - log (1 + tan

-n/q’
= j log 2. du - J log (1

u)) du

+ tan u) du

= (it/4) log 2 - I

So, 21 = ( rr/4) log 2

i.e. I = ( rf/8) log 2
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Example 3 :

Show that

Tf
Put I =

n
x sin x

51+cos X
dx =

1\
„T_

x sin x
1+cos x

dx (l)

Substituting - x for x

I =
J
C

( (k-x) sin ( n -x)
2

1 + COS ( Tf-x)
ax

i.e. I = ( <' -x) sin x
-----  dx

1 + cos x
k2)

'‘dding U) and (2) we get

I + I =
rr sin x

1 + cos x
dx i.e.j 21 =TT sin x d:

i.e. I = If sin x dx

dz

1 + co s x

J 1+cos x
fz

Set cos x = z. Then dx = — .-sin x

Also x = 0 Z = 1 and x z = -1

-I Sin xSo, i =T
2 ) 1+z

dz d z
-sin' 2- \ 1 + Z‘

i
f d z

= TL \ ------9 by property (1) of the textboc
* J 1+z

•2. V_
tan'

-1TL (tan”1 1 - tan 1(-1))

l\ ( \L -f-vr'
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n__

4-

Example 4

Show that

Solution:

I -

•nl
\ x sin x dx = Tl j cos x . dx

x sin x . dx = (T-x) sin (Tf -x] . dx by result No.4 
of the text.

( W —x) sin x • dx

. \\ r

= h \ sin x. dx- j
o O

= K j Ksin x. dx - I

lin x . dx

IT/2.
= ITT j sin x . dx - I by result No.4(i) of 

\ sin ( -x) dx - I

this booklet.

= 2K

= 2 n cos x . dx - I

i.e. 21 = 2 \i ( cos x. dx

i.e. 1 = n
Jl/i.

cos x. dx
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Example 5 :

Show that x sm x . cos x
4 4 4cos x + sin x

dx =
i\
1b

Solution :

I = x . sin x. cos x
4 “ . 4cos x + sin x

dx

'o/’i.
( /2 - x) cos x . sin x

7 4 4sin x + cos x
by result No.4 of the text

TV 11.
= tv C ,c°s4*ax -1 

T- J sin x + cos x
o TT/2-

cos x - sin xi.e. 21 =
2

. 4 4sm x + cos x
dx

4 4 2 2 2 2 2Now, Sin x + cos x = (sin x + cos x) - 2 sin x • cos x

sin22x - 4-1 _ (1 ~ cos 2x) 
2

So, 21 = Tf 
Li

sin 2x
I- ^1*1) 

K a- 7

. d x

set cos 2x = z. Then -2 $in 2x.dx = dz,

x = 0 z = 1 and x = TT /2 z = -1
-1 -(

So, 21 - K ( -^7
H-

'A
4-

- A-z.
\-V 2?

-v I

_ Ii C rk?

4 J KT -'I by result No.1 of the text
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1^
 -rW 

-^
("

1 -T
l=

1 ^tan“1 z

-1 M-
tan”^ 1 - tan' ■'(-,>1

<
H y

- w

i.e. I = TV 1_

To

Example 6 ;

Show that
r*-t t2 

t. e
“77“ . dt = 0

The given integral

I = I1 + I2, where I1 s —• <-lt J-". "X

- tv

C 0 i2"Now I« = \ t • e , r(j7

-a.
I -rt

a- 2
z . ez dz

1; z^" where z = -t ( t = -a -=^z = a)

2
z. ez dz2— by result No.1 of the text

-t*e 1—by resuxt No . 1 of the booklet
1 + tZ

— -I2 i.e. 11 - 0 i.e.) I - 0.

l-t-t1"

1

1 + z
. <V , _ t
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Assignments :

1. Show that f(a+b-x) = \ f(x). dx
i

2. Show that f(x-t-c) = \ f(x)

3. Show that

4. Show that TT/x

5 . Show that

6.

J1
f(nx) dx = yn I f(x).dx

(acos x + b sin x) dx = Ja+b)

\ xf(sin x) dx = V f(sin
c 2- .J ) dx

t . sin t dt =

7. Show that

8. Show that

Sin 4 Q 
Sin 0 . d 0 = 0

log sin pjJL', • dO = - log 2

9. Show that
6____ _
t /a2-t2 . dt = 0

10. Show that —/;
. Vz. ie - i. 

4-\ -y e8

1 1 . Show that

f(sin x) . dx f(cos x) dx

12. Show that j f(x2)dx = y2 ( f(x2).

—
dx

71
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13 .

14.

15.

Shew that

Show that

Show that

0
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evaluation of volumes of solids cf revolution by 
DEFINITE INTEGRALS 

Key Concepts

\. Volume of a solid by revolution

Let an area bound by the continuous curve y = x-axis,

the lines x = a and x = b. Suppose that this area is revolved about 

the x-axis. Then a solid of revolution is generated. Here we are 

to find an expression for the volume cf this solid of revolution.

Let P , P be the points on the curve y = f(x) corresponding to the 
r-i r

points x ]respectively on the x-axis. Thus the area under the 

curve y = f(x) bjetween the points xj._1 and xr generates a disc of

thickness £x^. Clearly, the volume of this disc can be taken as

l— -
T\ [f (xr_,)] or Tv [f ( xr )J
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Since Jx is very small, and f(x) is continuous, the volume 

of this disc of infinitesimal thickness is given by
2

SV = n [_ s x, , -e t, < *< •

Taking the sum of volumes of all such discs, we have

y.

Let n so that max 0. Then we have
•a

• xr ---- :

Q t 6 *

0- 
• £, L-
-tf-}

cv
2. Suppose that an area is bound by the curve x = g(y), y = c, 

y = d, and y - axis. Let this area be revolved about y-axis.

Then we get a solid of revolution generated by this area. By 

proceeding as in (1), we can show that the total volume of this 

solid of revolution is given by
A-Z

V = (rVx2.dy

c
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which is being revolved about a line CD in 

Then a solid of revolution is generated and 

solid of revolution. Now it is required to 

the volume V of this solid of revolution.

Let AB be a curve 

the plane of the curve. 

CD is the axis of this 

find an expression for

Let P and Q be points on the generating curve so that the 

distance PQ is an infinitesimal. Draw PR and QS perpendiculars on 

CD such that and S are feet of the perpendiculars. Then the total

volume of the solid of revolution is clearly given by
cP

\ ?e.

' c?

Solved Examples :

1. Find the volume of the solid of revolution generated by 

revolving about the x-axis, the area bound by y = bx-x^ and x-axis

Solution;

The equation to the curve can be written y = bx-x^.
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i .e. , y = -(x _5x) i.e. y =
- c( 5 'l 2 25(x - + —

. 25i.e., y — 4 , 5 >2 - (x - o J (D

The x-coordinates of the points of intersection cf this curve

with x-axis, i.e. y = 0 is given by
9

5x - x =0 i.e., x (5-x) = 0 

i.e. x = 0 or 5 ^2)

Considering the information given by (1) and (2), we can draw

The generating curve is a parabola with vertex at (5/2, 25/4) 

and intersecting x-axis at (0,0) and (5,0). So the total volume 

of the solid of revolution is given by

V = "TV ( (5x - x2)2 dx
c
(’(25 x2 - 10x3 + x4) dx
c

I

= T\

= l\ I 25 2----- 10 x4 +

uv 2? t V 
4 S >

= K -nv, j

- 0
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— 62a. i\. 3.
6

_ 6 "2 f rv
"T’’

4 32. Show that the volume of a sphere of radius a is a .

X

A sphere is generated by revolving the region bounded by the 

circle
2 2 2xZ+yZ = a (1)

about the y-axis.

So, the volume of the sphere 

2 .x -dy =

= ‘j (a2-y2)dy = < fa2y -

= tT 3a - 3a -

til.3-

3)
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2
3. The area cut off from the parabola y = 4ax, by the chord 

joining the vertex to an end of the latus rectum rotates about the 

chord. Find the volume of the solid so formed.

Solution: The equation to the latus rectum of the parabola
2

y = 4ax is y = 2a. So the latus rectum intersects the parabola
2 3yz = 4ax at points whose x-coordinates are given by (2a) = 4ax i.e.

2
4a = 4ax i.e., x = a. Correspondingly, y-coordinates of the points 

2 2of intersection are given by y = 4a i.e., y =.^-2a. So the poihts 

of intersection are (a, 2a) and (a, -2a). Let us consider the point 

D (a, 2a) tor our purpose

Now, CD is the line joining 0 (0,0) the origin and D(a, 2a).

The equation to OD is given by

v (A*—■— = —7—— i.e. y = 2x, i.e. y - 2x = 0. x a 7
q

Let P (x*, y‘) be a point on the parabola y = 4ax and PQ be 

perpendicular to OD with Q on OD. Clearly, the length PQ is given by

PQ = y. - .2x2 
y 5
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Now the area shaded in the figure is rotated about OD and 

the volume of the solid so formed is to be evaluated.

The elem-entary length along OD is J 5 . dx.

So the volume V of the solid of revolution is given by 

V = V' j PO2. y b . dx

= h \ ~ x 5 dx , suppressing the dashes in x ,y

o
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Assignments :

Find the volumes of solids generated by revolving about the x-axis, 

the areas bounded by the following curves and lines.

1. y = sin x; x = 0, x = )\
22. y = 5x - x , x = 0, x = 4

3. y2 = 9x, x = 4

4. x2+y2 = 4, x = 1, y = 0

6. Prove that the volume of a right circular cone of height h and
1 x— 2base of radius r is r h.

7. An arc of a parabola is bounded at both ends by the latus 
rectum of length 4a. Find the volume of the solid generated by 
rotating the arc about the latus rectum.

8. The area cut off by the line x+y = 1 from the parabola

7x + /y = 1 is revolved about the same line. Find the 
volume of the solid so generated.

9. Show that the volume of the solid of revolution generated by
revolving the cycloid x = a (0 + sin G), y = a(1 + cos 0)

2 3about its base is equal to 5 a «-

10. Show that the volume of the solid generated by revolving the 

cardioide r = a(1 - cos 0) about the initial line is equal to
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Evaluation of Plane Areas by Definite Integrals 

Key Concepts

1* Let a region by bounded by the graph of y = f(x), 

x-axis, the lines x=a and x=b, (a b) . Then area A of this 

region is given by

2.

in

x

£ [ a,bj , then -f (x) 0 for all

bounded by the graph of this function

If f (x) < 0 for all x 

^a.b^ and the area a 

= a, x = b and x - axis

x

The proofs of the above two assertions are 

J f(x).dx given 

themselves based on

to the extendedjdef inition of 

reader can frame the proofs

very much similar 

in lesson 1 and the 

the definition of

f(x) dx.
fU
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The above two assertions immediately lead to the following :

3. If f(x) 0 for x £ [_a,cj and f(x) 0 for x £ [c , bj 

then the total area A bounded by y = f(x), x = a, x = b and y-axis

is given by
C 4r

A = f(x) dx - j f(x) dx

•>

Similar results can be stated for the function x = g(y).

4. The area A bounded by the 

y = f^tx), and the ordinates

graphs of the functions y = f^(x) and 

x = a and y = b, (a b) where

The figure is self-explanatory. 

Clearly, area PQRSP 

= area MNRSM - area MNQPM

dx
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• -Area enclosed by a plane curve (equations given in parametric fora) 

Let a closed curve be given by x = f(t), y = g(t), oZ < t < p

so that f ( x ) = f( p>) arKi g (A ) = g( p). Let us suppose that the 

closed curve starts (corresponding to y ) and ends (corresponding 

to 3 ) at the point P. Let any line parallel to y-axis (intersecting 

the curve) intersect the curve in exactly two points. Let the lines 

x = a and x = b touch the curve in points k and C, where these

Let Q be a point on the curve corresponding to tg such that

Now the area of the region 

= area of region MNC Q LM - area of region MNCPDM

where =

where =

Also S2 =

area

area
a,

of region MNCQDM

of region MNCPDM

dx,covering the region MNCQDM
0-
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Similarly,

S1 =
dxy(t). |f dt + \ y(t) . . dt ,
dt

t

considering the areas under the arcs DP and FC respective!/.

So, $ = ^2 - Si

A • 'Li- ctt 
tLt

?/

V = "9 -<J-Mr/
,1

t.

At A- tr
3 . , At

Afc At-
•x

^.'L± . At - | j A

_ f6
- ' i-At At 

J <±c 
A

_______ _ i.)

Similarly, considering tangents to the closed curve parallel to 

x-axis, we can show that

S = dt (2)

Adding (1) and (2), we get

X If . dt - iY

- A §-> £>«

dx
dt

Hence the area enclosed in the
^6

closed curve

= Y2 dy _ v dx
dt at dt

2 S = ~ . dt
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Solved Examples :

1. Determine the area bounded by the parabola = 4ax and x = b.

The required area is the shaded portion in the figure which is 
2

self-explanatory. Tne parabola y =4 a x is symmetrical about x-axis. 

So, the required area

= 2 X area QPR 
S

= 2 j y. dx 
\ b___

=2 C f4ax . dx (y is taken as the positive side of the area is
< considered here)

.G
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and

2Ff , sin x <0.

So the required area

sin x . dx - sin x. dx

; COS X J - COS X J

= (1-0) - (0-1)

= 1+1=2

3. Find the area enclosed by a loop of the curve
2 2 2/2 2xa y =x ka -x )

Solution: Here the equation of the curve is
2 2 2 / 2 2\ ay = x (a -x )

1 he curve (1) intersects y = 0 in the points given by
0 = x2(a2-x2) i.e. x = 0, x = + a.

(1)

The tangents at the origin is given by 
x2-y2 = o

which shows that the origin is a node.

So, a loop of the curve is

0a2y2 = x2 (a2-x2), x < a
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= 2 \ y dx = x 'a2 - x2 . dx

V= 2/a a sin 0, a sin G, a cos 0 d Q by putting

x = a sin G

= 2 . a

2

cos 0, sin G . dO

= 2a‘ [- cos3oj

= 2a-

4. Find the area above the x-axis, of the region bounded by the
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The x-coordinates of points of intersection of the parabola

2 9 2 
y = x and the circle x +y = 2x are given by

x2+x = 2x i.e., x2—x = 0 i.e. x(x-1) = 0 i.e.

x = 0 and x = 1.

So we have to find the area bounded by the given curve above 

the x-axis so that for the points of the region

0 < x < 1

Thus the required area

1
= ^yl“y2^ dx’ where yi = 2x-x2 and y2 = x

o

= J ,/;2x x2 - r* P dx

= 5 2x - x » dx • dx

For integrating ( r2x^x2 . dx, set x = 2 sin2 0. Then

dx = 4 sin © cos- •

and x = 0 -----

x = 1 <

0 = 0,

e 5Ti

Then , JTx-x2 . dx 

(x/4

W1*_
= 2 oin © (1-sin 0) 4 sin © cos © . d©

tt|h
= $ fsin20 - cos2C . sin © . cos © . d©

o
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/OO r

8 sin 0 cos 0 . dO = j 2 sin2 29 . dC

c c
;'A

(1-cos 40) dO = f (J _ 5^40 1
4 < 4

Also, . dx = , |

Therefore, the required area = U
4 7>

5. Find the area enclosed by the curve given by 

X (1 + t2) = 1 - t2, y (1 + t2) = 2t

Solution •

Here it is a variable parameter taking its values 

to . So we can set t = tan 0 where

from

Then x = 1 - tz
1 + t2

1 - tanz0 _ _= ----------- - cos 20
1 + tan 0

2t 2 tan 0 .9 - sin 20, where -5 <ct nu y — y" A ~
1 + t^ 1 +tanz© 2

Note that the parametric equation represents a closed curve. 

Hence the required area

dO

7-

2_

T</'t
(cos 20 . 2 cos 20 - sin 0, 

2 ^'(cos2 20 + sin2 20) dp

(-2 sin 0)) Ae
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71 /i-

6. Find the whole area of the cycloid x = a (0 + sin 0) ,

the figure is the region bounded by the cycloid, y = 0 and y = 2a. 

Hence the total area of the cycloid

= 2 (area of the shaded portion in the figure).
a,

= 2 x J dy
7" ~

= 2 j a (0 + sin 0), a sin 0 • dO
0

I for x = a (Q + sin Q), 

dy = a. cos 0 • dx ,

y = 0 ^9 0 = 0,

y = 2a^0=VTj 
7\~

= 2 a2 (0 . sin 0 + sin2^) dO

t*
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C'L' j C- p) 'A $ 

c
- H“ o -v < [

0 - ( U-

l? -

Hence the required area

2 ,~
= 2a -0 ccs o + sinq + (j> ' 5L"-e ) J

= 2a~ \-wmiV - S^u C^f - S—") 1-o.ceso -s-«e

-'C o.
= lR [ TT + 0 H - c + c _ n

sJ

“ ■ 3JL
7-

- L ^rt n- TT

0 5 vrv P J- 0 jr

< -■"'~ P

A. 9

s^:0

l

w

J

r

Note: Here the parametric equations of the cycloid do not

represent a closed curve
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Assignments :

1. Find the area of the segment cut off from yz

line Y = 2x.
2 2

2. Find the area of the portion of the circle x+y =1 which

lies 2inside the parabola y = 1-x.

3. F ind the area bounded by the 2curves y - 4x - 4 = 0 and
2

y + 4x - 4 = 0.

4. Find the area 2 2included between the ellipses x +2y =i ana
o 2 :2x +y 2 1 .

5. Find the areas enclosed by the following curves :

a) x = a cos t + b sin t, y = a^cos t + b1 sin t

b) x = a sini 2t, y = a sin t

c) X = a (1-t2), y = at (1-t2) (-1 < t < 1)

d) 1 t2 , y = t (1 ~ tl), (-1 < t 

d + t2)
1)A —

1 + t2

6. F ind the area bounded by the axis x, part of the curve

(1 + 8 ) and the ordinates at x = 2 and x = 4. If they - 2X
ordinates at x = a divides the area into two equal parts, find a.

2 2 2 7. Find the area bounded by the curves x+y =25, 4y = |4-x |

and x=0, above the x-axis.
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Answers :

1 . 8/3

2. (/y2)7+ | )

3. 16/3

4. 2 J~2

5. a) TV (ab^-a^b)

b) 8__ 2
3 3

c) 8a2
1b __

d) 2 - —

6. Area a = 4 sq. units, a = 2 f~2

-1 47. 4 + 2b sin - sq. units
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DIFFERENTIAL EQUATIONS

1. Differential Equations, their 
Classification and Terminology

2. Methods of Solving First Order 
Differential Equations

3. Applications of First Order Differential 
Equations

by

Dr.N.B.BADRINARAYAN
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DIFFERENTIAL EQUATIONS

An Introduction :

1. A body is falling freely under gravity.

2. A body is falling under air resistance.

3. The bob of a simple pendulum is pulled aside and let go.

4. A hot body cools according to certain law.

5. A chain of given length hangs over the smooth edge of a 
table and begins to slide off the table.

Here are a few situations where we need to discuss the problem. 

The problem may be the motion of the body or the bob of the simple 

pendulum or the temperature of the coaling body at a given moment or 

the motion of the chain sliding off the table on which it is lying.

A Differential Equation set up to describe each of these problems is 

the mathematical formulation of the problem itself. Consequently, 

solving the differential equation is equivalent to solving the problem 

itself.

Differential equations occur in the context of numerous problems 

which one comes across in different branches of science and engineering.

Some of them are the problem of determining

a) the motion of a projectile, rocket, satellite or planet.

b) the current In an electric circuit.

c) the conauction of heat in a rod or a slab.

d) the vibrations of a wire or a membrane

e) the flow of a liquid

f) the rate of decomposition of a radioactive substance 
or the rate of growth of a population.
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g) the reaction of chemicals

h) the curves which have certain geometrical properties.

The mathematical formulation of such problems gives rise to 

differential equations. In each of the situations cited above, the 

objects involved obey certain laws of nature or scientific laws.

^hese laws involve various rates of change of one or more quantities 

with respect to other quantities. Such rates are expressed as 

various derivatives and the scientific laws themselves become mathe

matical equations involving the derivatives, that is, differential 

equations•

"The vital ideas of mathematics.... were created by the solitary 

labour and individual genius of a few remarkable men.... A few of the 

greatest mathematicians of the past three centuries are Fermat, Newton, 

the Bernoullis, Euler, Lagrange, Laplace, Gauss, Abel, Hamilton, 

Liouville, Chebyshev, Hermte, hiemann and Poincare".

An elementary course on differential equations as this, aims at 

familiarising to its students, basic terminology and methods and 

techniques of solving first order equations of the type

= f(x,y) in easy cases.

Further, a studdnt at the end of this course should be able to 

apply the concepts and techniques of solving differential equations 

of first order to problems arising in real life situations, some of 

which have been mentioned already.
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The prerequisites for the course are

i) working knowledge of differentiation and integration

ii) familiarity with plane curves.

Differential Equations and Their Classification - Terminology

An equation involving an unknown function of one or more 

(independent) variables and the derivatives of the unknown function 

w.r.t. the independent variable(s) is called a differential equation 

Some examples :

1. .

4- ST’cLx- 4-4xl - e 
2* 'J4?' cit

3. (?) L_ ^3^ ~ 0 •

4.
4>\. -4-^•2-

5.

^-2.-

cL?<- __

djr
—■ye.)

- 0

A differential equation involving ordinary derivatives of 

one independent variable w.r.t. the independent variable is called 

an ordinary differential equation (or equation).

Examples: In the earlier set of examples, equations (1), (2) and

(5) are ordinary equations.

In (1) y is the dependent variable or the unknown function of x 

while x is the lone inaepenuent variable.

In (2) x is the depencent variable and t is the independent

variable.
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In (5) x and y are both dependent variables and t is the 

independent variable.

a differential equation involving partial derivatives of one 

dependent variable w.r.t. more than one independent variables is 

called a partial differential equation.

Examples: In the set of examples already given, equations (3) and

(4) are partial differential equations.

In (3) v is the dependent variable and s and t are independent 

variables. In (4) z is the dependent variable and x,y are independent 

variables.

More examples of differential Equations :

Jjx.

3.

4.

7.
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SL -\. 3-9 tC a CC \ = Sk

8. a_

Sv, 4- Si— + s*-V - c .
9.

10. L-- elk _ R 
EE" clt

E
c

Some of these equations are classical. (5) and (6) are called 

Legendre’s equation and Bessel's equation respectively.

The equations (7), (8) and (9) are the classical heat equation, 

wave equation and Laplace's equation respectively.

Readily it is seen that (1) to (6) and (10) are ordinary 

equations while (7) to (9) are partial equations.

Order and Degree of a Differential Equation ;

The order of the highest ordered derivative found in a differen

tial equation is called the order of the equation.

The degree of the highest order derivative in a differential 

equation which is free from radicals and fractions in its derivatives 

is called the degree of the equation.

In the examples (1)to (10) we had earlier easily we can 

recognise the order and degree of each equation.

The equations (1) and (3) are of order 1 and degree 1.

The other equations are of order 2 and degree 1.
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More examples :

-+ K

has its order and degree 2 each.

3
+ y = eX has orcer 1 and degree 3

The equation A.
cL x-

cL
XX.

LVdx

Ttsr i

ci-K 7

— CT-')

— V cLx/

Then the order and degree are respectively 1 and 2. 
f -r/°Qj V2"The equation

IT"

tbc?
has to be rewritten as

‘2_ ■w xl-
- fK

o

3

Then the order and degree of the equation are both 2. A Linear 

Equation of nth order. An ordinary Linear differential equation of nth 

order is given by
aQ(x) + a^x) y(n-') +.... + an(x)y = b(x) .

C«) &
4 - .— = the kth derivative of y w.r.t. x.

The equation is U) said to be homogeneous if b(x) —- 0.

(2) said to be a linear equation with constant

coefficients if all the coefficients aQ(x), a^x),..., an(x) are
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constants. An equation which is not homogeneous is called a 

non-homogeneous or inhomogeneous equation.

Examples :

1- Ij"> + 3^'" -+ -+

d d2
is a linear homogeneous equation where 1 = —~ , 11 = —» etc.

d x_

2. y" + y‘ + xy = 0

is a homogeneous linear equation with variable coefficients.

, 14) u x3. y +y + y = e

is a non homogeneous linear equation with constant coefficients

4. x^y’’1 + 2x2 y^ + 3xyf + 4y = Sin x

is a non homogeneous equation with variable coefficients.
1 1 25. y + xy = 0 is not a linear equation.

1 2(y ) + y = e^- is also not linear.

N ote;

1. y and its derivatives in the linear equation occur in first 
degree only.

2. Consequently a linear equation is necessarily of first degree.

3. No products of y and/or any of its derivatives are present.

4. No transcendental functions of y and/or its derivatives occur.
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More examples :

' • -+ s'. ? -t- 6m - 0
cl*?- 7u

c? + -X.'2? <?_ _4 Tt’5. ctr_ - Xt?

dx? ,1^ Jot

are ordinary linear equations.

An ordinary differential equation which is not linear is called

a non linear ordinary differential equation.
2

~ X + + yz' = 0 is a non linear ordinary equation.
dx2 Qx

A general ordinary differential equation of nth order is a 
relation of the type: F (x, y, y*, y”,..., y^n^) = 0.

Formation of Differential Equations

Problems

1 . Suppose that a body of mass ra falls freely under gravity.

In this case the only force acting on the body is its weight mg.

If x is the distance through which the body falls in time t, then 
2its acceleration is d x

----- 2" *dt

Then the equation of motion of the falling body is 
>
'xd2x

dt'
= mg or

d2x

df
m g (1)
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2. If there is a resisting force by air (say) proportional to 

the velocity, then the total force acting on the body is mg - K ~ 

(- because the air resistance opposes the motion). In tr.is pase ,

t he equation of motion becomes,

lv>yi . cu _ m3 -k
rrd ' d^

or Yf| (A >L +-k > cLx. _
cL (r

AOr et I ck - 0di^ 1 cU

3. Consider a pendulum consisting of a bob of mass m' at the end

of an inelastoc string or lod of negligible mass and of length a.

If the bob is pulled aside through an angle and released, then

by the principle of conservation of energy 
2

Y2 mv .= mg (a cos 0 - a cos^ )

/$ - A. 6 - Q. ■ d-6
ct(r ck t

The equation of motion becomes

f die

z
d

- a,^ ^CosG - icSsC) J Q

UH/

Or le_

— ( Cm© — Grf=<)

. CL

jL ( Crf 6 - - - - ( 3 )
o_
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4. Assume that a hot body cools at a rate proportional to the 

difference between the temperatures of the body and the surroundings. 

This law is known as Newton's law of cooling.

Let © denote the 

Qo the temperature of 

of cooling is
dfc

cooling of the body is

temperature of the body at any moment t and 

the surroundings of the body. Then the rate 

and this is proportional to — <9^>Then the 

governed by the equation

5. = , k>a.

eLL -+ k G — k e6 - - _ (.4-)
cLt

5. a tank contains 50 gal of pure water initially. A brine

containing 2 lb of dissolved salt per gallon flows into the tank at 

the rate of 3 gals./min. The mixture is kept uniform by constant 

stirring and the well-stirred mixture simultaneously flows out of the 

tank at the same rate.

Let x denote the amount of salt in the tank at time t. Then 

the equation for the rate of change of x is

= Inflow-outflow ... (i)

The brine flows at the rate of 3 gals/min and each gallon contains 

2 lbs salt.

Then, Inflow = (21b/gals) x (3 gal/min) = 6 lb/min... (ii)
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Since the rate of outflow = the rate of inflow, the tank contains 

50 gal of mixture in time t. This 50 gal. contains x lbs of salt in 

time t. Therefore, the concentration of salt at time t = y50 x lb/gal.

Then, the outflow = (x/50 lb/gal) (3 gal/min) =

—~— lb/min. ..(iii)

Hence, (i), (ii) and (iii)

which is the equation governing the rate of change of salt content.

The above discussed problems illustrate how a differential 

equation describes the problem. In other words, in these 

illustrations, the mathematical formulation of the problem is the 

differential equation.

In each problem above, we can recognise the following important 

steps leading to the mathematical formulation of the problem, that is, 

the differential equation.

1. Identification of the law/laws, operating in the problem..

2. Analysis of the problem.

3. Representing the attributes by symbols.

4. Formation of the equation using the relationships or laws in the 

problem.
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Differential Equations for Families of Curves :

1. Consider the family of concentric circles with their centre at 

the origin.

The circles are ail given by 
2 2 2x + y = a ... (1)

As a takes various values, we get different members of the family 

of circles, We describe a as the parameter of the family of circles. 

Differentiating (1) w.r.*. x, we get

2-* t cb_ — o Or x+ ' 0 ” ’

cU

The differential equation (2) represents the family of circles.

We note: 1. that (2) is free from the parameter. In other words, 

the parameter a is eliminated in getting the differential equation.

2. The number of parameters in (1) is equal to the order of the 

differential equation (2;, each being one.

2. Consider the family of circles through the origin with their 

centres on the x-axis.
2 2Each circle of the family is given by x + y = 2cx. _ _

As c takes different val-es, we get different circles, c is the 

parameter of the family cf circles.

Differentiating (1) w.r.t. x

2.X. -t '2-'j ' X - 2-C 

cl >C

X =,c - 
-avex It -4- J

Eliminating c between 11) and (2), we get
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~ -+i'i-t ;L
J dx

Or 7 t- x'2' <2-x 7

Or J. ±f 2L

cix 2~

c{y 

d K

'r>° - - ®

This differential equation represents the family of circles. Again 

we notice that (3) is a first order equation got by eliminating the 

single parameter c of the family of circles.

2
3. Consider the family of parabolas : y= (x+c) ... (1)

c being the parameter of the family.

Diffeientiating (1), ay _ 2 (x+c)

Eliminating c from (l)and (2), we get 

= 4 (x+c)2 = 4y

01 HT - 4y = 0 <3>

is the differential equation representing the family of parabolas.
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Solution of a differential equation:

An Illustration : Consider the function y = ae + be (1)

where a,b are arbitrary constants.
2x — 2xDifferentiating w.r.t. x we get y = 2ae - 2 be

2x -2xDifferentiating w.r.t. x again, y = 4ae + 4be
„/^^2x , -2x\= 4(ae + be )

or y = 4y - - (2.)

The function (1) satisfies the differential equation (2) for all 

constants a and b. (1) is a solution of the differential equation 

(2) for all values of a and b.

Consider an nth order ordinary differential equation

F(*, 7, L|"; - " ~^) O--CV
where F is a real function of x, y, y', y",....y^n^

TKc cieriveJuKe. c/ y x - clj

dxT1'

A real function y = f(x) (2) is called a solution of the 

differential equation over some interval I if y is differentiable 

n times and 'satisfies the differential equation’
i.e. F (x, f(x), f'(x),...., f(n)(x)) = 0 for all x^ I.

The phrase 'satisfies the differential equation' means that 

when y, are replaced by f(x), f ' (x),...fnx

respectively in (1), the equation (1) becomes an identity.



. 217

A differential equation is said to be solved if a solution 

of the equation is found.

Another Illustration :
,2 2

The differential equation :----- 9— + m x - 0 has its solution
d *

y = a cos m x + b sin m x v/here a and b are arbitrary constants.

Verification :

y ~ Gt Ue5 MX b 5 cta vn x 

4y _ -mttS’tnWlx

dx

CLnl Ccs^x-~ m bSovux.

— —Cl.C.USi'AX. -f- bStri yvixh

T J2"
<1Y — nit or __ ¥- -h vri'y — Q

cUC' 1 '
In the illustrations, the constants a and b of the solutions 

can take any values. Such a solution of a differential equation 

containing arbitrary constants (as a and b) is called the general 

solution of the differential equation.

A solution got from the general solution for particular 

values of the arbitrary constants is called a particular solution 

of the differential equation.

Initial Value Problem :
o

y = x + c, c being an arbitrary constant, is the general 

solution of = 2x. The particular solution satisfying the
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condition y = 4 when x = 1 is got from the general solution 
2y = x +c. Putting x = 1, y = 4, 4 = 1 + c or c = 3. Hence the 

2
particular solution required is y = x +3.

A given differential equation together with an additional 

condition as in the above is called an initial Value Problem (I.V.P.) 

Thus, = 2x

together with y = 4 when x = 1 is an initial value problem.

The above initial value problem is written as 

d yr-g* = 2x The differential equation

y(1) = 4 The initial condition I.V.P.

The condition in the initial value problem is called an initial 

condition of the problem. For the initial value problem :

= 2x, y(l) =4, y = x^ + 3 is the solution.

Thus a solution of an initial value problem is a solution of 

the differential equation of the problem. In addition to this, 

the solution must satisfy the initial condition also.

Another Example : —& + y = 0 has the general solution
d xz

y = a cos x + b sin x. Suppose y(0) = 2, y'(0) = 3, then a=2, b=3. 

Thus, y = 2cos x + 3 sin x is a particular solution of the differen

tial equation. This particular solution satisfies the conditions

y(0) =2, and y * (0) = 3.
2Therefore, d y + y _ Q

with y(0) = 2 and y' (0) = 3
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is an initial value problem having the solution

y =2 cos x +3 sin x.

A general nth order initial value problem is of the type
F (x,y, y, y, ...., y'n^ ) = 0 over I. (1)

i 1 C’h'O (n-n

ycM-yo; v > y
for some value x = x I.o K_

The set of conditions in (2) is the set of initial conditions 

of the initial value problem. Here, 
yo» y0 » y0 »••••» y0^n”1^ are given values.

Geometrical Meaning :

A differential equation represents a family of curves. Given 

a family of curves

f(x,y,a,b) =0 ... (1)

by eliminating a and b, by differentiating (1), we get the 

differential equation.

F(x,y, y\ y") =0

(1) is the general solution of (2) and represents the family of 

curves. Each curve of the family is a particular solution of the 

differential equation (2).

A solution of an initial value problem is a particular curve 

of the family of curves given by the differential equation (2).
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Points to stress while teaching :

1. The difference between

a) the ordinary and partial equations

b) order and degree equations

c) Linear and non-linear equations.

d) Linear homogeneous and non homogeneous equations

e) General solution and particular solutions

f) Formation of an equation and solving an equation

g) Solving an equation ana an Initial Value Problem

2. The geometrical meanings of

a) a differential equation : —= f(x,y)

b) the general solution of an equation

c) a particular solution of an equation

3. Information of a differential equation for a physical problem

a) identification of the law/laws operating

b) analysis of the problem

c) symbols and notations

4. Solution of an equation

a) Verification of a function as a solution of a given equation.

b) Formation of the equation from a given solution .

Assignments and Self Test :

I. 1. Classify the differential equations as ordinary or partial 

differential equations.

z. State the order and the degree.

3. Determine whether the equation is linear or non linear.

4. If the equation is linear, whether it is homogeneous or 

non-homogeneous.
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i) 2 x- y ’ + x y = x e

iii
ii) y + 4y" + by*. + 3y = Sin x

iii) ? *u_
r) x_"L.

-H _ 0

2 2iv) x dy + y dx = 0

v) vi-
'7.

£ ~ O
atX.

vi) yW + 3y" + 5y2 = 0

vii) y" + y sin x = 0

viii) y" + x sin y = 0

ix)

x)

epi \ __
cU ) " '

ciy

cLL/c 4-

xi) xy 1 = y’ XJ

xii) ov
ax

xiii) y‘ = xex

xiv)
~cC<-

XV ) Ynl k 4y

xv
2 2x +y

T"2

1ST —0
- X.

= sm x
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II. Form the differential equation for the following problems.

a) The population (p) of a bacteria is increasing at a rate 

proportional to the population at the moment.

b) a moth ball evaporates at a rate proportional to its surface.

c) The air resistance on a falling body exerts a retardation 

proportional to the square of the velocity.

a) A chain 4 feet long starts sliding off the smooth table when 

1 foot of the chain hangs over the edge which is supposed to be 

smooth (no friction).

e) A tank has 100 gallons of pure water. Brine containing 1 lb/gal. 

runs into the tank at the rate of 1 gal/min. The mixture is 

constantly stirred and flows out at the same rate as inflow.

f) An amount of invested money draws interest compounded continuously 

(i.e. the amount of money increases at a rate proportional to the 

amount present).

g) A chemical reaction converts a certain chemical into another 

chemical at a rate proportional to the amount of the unconverted 

chemical amount present at any time.

h) The rate at which radioactive nuclei decay is proportional to the

number of such nuclei that are present in a given sample.
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1.

2.

3 .

4 .

5 .

6.

7.

8.

IV.

1 .

2.

3.

4 .

5 .

6 .

7.

8.

9.

10.

1 1 .

12.

13.
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Show that the family of curves given by the first equation is

represented by the corresponding differential equation 

o 2 d
y = 2 + ce-2x , HI + 4xy = 8x.

y = (c+x ) e 

4x

'3X- 57 + 3 * * *y = 3*2e'3X
-2x ..//+ be , y " - 2y 1 - 8y = 0

2 / y = 4ax, 2xy = y

//y = c^sin 2x + cos 2x, y +4y = 0 

xy = c, xy‘ + y = 0 
2

yz = 4c (x+c), (2x + yy/) y1 = y
x — x IIy = c^e + c^e , y" = y

Verify that each function is a solution of the corresponding

differential equation.
/ 2 2y = x Tan x, xy =x + y + y

y = logex , xy; = 1

,y/x

y = ex

-1

:2y7 + 1 = 0

(y-•n) y = 2 
= y

y, 1 + y2 2 ,
+ y y7 = 0

dv
dx = ny

y = x dx + a dy

y = a e

3 2y = x + ax + bx + c, yJ,t = 6
2 / 9 9y = x - ex, 2xyy' = x + y 

y = x + 3e , y' + y = x + 1
3x

y = e

y = 2eJX - 5e4X, y" - 7y' + 12 y = 0

* + 2x3 + 6x + 7, y/^ - 3yY + 2y = 4x^

2 9y = (1+x ), (1 + x )y" + 4xyJ + 2y = 0
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V. Verify that the function given is a solution of the corres

ponding initial value problem.
a) x2 + y2 = 25; =0, y(3)=4

b) y = yx, xy' + y = 0 , y(1 ) = 1

c) y = (2+x2)e"x, + y = 2xe-x, y(0) = 2

d)

e)

y2 = 4 sec 2x, = y Tan 2x, y(0) = 2.

y2 = 16x3; 2xy/ = 3y, y(1) = 4.

f) Sin y = x; y'= Sec y, y(0) = 0

g) y = e“X; yz+ y = o, y(o) = 1.

h) y = Tan_1x ; y' = y (1+x2), y(o) = o

VI. Assuming the given general solution of the differential equation,

find the particular solution satisfying the acditional (initial) 

condit ion.

a) yz + y = 2xe“x, y (c+x2)e”x, y(-l) = 3+e

b) xy/ = 2y, y = cx2,y(1) = 1

c) yy/ = e2x, y2 = e2x + c, y(0) = 1

a) y + xyZ = x4- (y' )2, y = c2 + c/x, y( 1 ) = 0

Key : Ord - ordinary equation, part - partial equation,

1,1 - 1st order, 1st degree

L - Linear, H = homogeneous, NH = non homogeneous, NL = Non
linear

1) Ord, 1 ,1, L, NH

ii) Ord, 3,1, L, NH

iii) Part, 2,1, L, H

iv) Ord, 1,1, N, L

v) Part, 2,1, L H

vi) Ord, 4,1 L, H
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vii) Ord, 2,1, L, r

viii)I Ord, 2,1, NL

ix) Ord, 2,1, NL

x) Ord, 2,1,NL

xi) Ord. 1,1, NL

xii) Ord, 1,1, NL

xiii)l Ord, 1,1, L, N , H
x iv) Ord, 1,1, NL

xv) Ord, 3,1, L, NIH

11.
a) ) l<> c

b)

kv

c) |<S k< 0

d) - p<-

X

e)

f)

g)

h)

= the length of the hanging chain at any moment t.

If x ib is the amount of salt present in the tank at time
dx _ 1 x 
at " 100

d A -r-

—— = KA, K 7 0 A = The amount at any moment t.

t,

= K (x -x), x = The amount of the chemical present 
initially.

ax
at = Kx, x the no. of radioactive nuclei disintegrating.
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METHODS CF SOLVING FIRST ORDER DIFFERENTIAL EDUmTICNS.

In this lesson, v.e discuss some first order differential equations 
ana methods of solving them. * first order equation is of the type

dv
, = f(x,y)dx

or the type Max + Ndy =0 (1)
where M = M(x,y), N = N(x,y) (i.e. functions of x,y)

Mdx + 
Methods of 
solution

Equations with variables separable are of the form 
Ndy = '0

where M = M(x) = a function of x only 
where N = N(y) = a function of y only

The solution of the equation of this type is got by direct integration 
of the equation
The solution of (l) is Mdx + fbldy = C ' ' ' 0)

C being an arbitrary constant. '

Note: (2) is the general solution of the equation (1)« The solutions 
got from (2) by substituting particular values for C are particular 
solutions of the equation.

Illustrations:
1 . (1 + x2) dx

The equation is 
The solution is

or
or

Solve the following problems.
+ (1 + y2) ay = 0

2
of the type (1) where M = 1 + x , N 
^(1+x) dx + ^(l+y2)ay = C

x + ys x3 !+ y + V3 y3 = C 
3 3x +y + 3(x+y) = 3C = K (say)

\Z l-z2^

1+y 2

The equation can be reducea to an equation in which the variables are 
separated, by. manipulation.
Accordingly we get, <£< j__ c/j Q

Integrating / __

or Sin x + tan \ = c is the solution.
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3. y log x dx + x log y dy = 0 

Rewriting the equation, ZJj) \ X.

Inteqratina

Now

x_ / < 7
j cl X 4- j dj-y^ 43 - c • |>al h* " -

(Ml- = #M)L'

Similarly we get ci C (cj 7
Hence,

y<Hx)1 + J_
2_

L

X
L C

2 2or (log x) + (log y) = K is the solution

4. + Ky = 0 or dy + Kydx = 0G X

1
~ <1

Us y - c- /<’<
+ kx. -4

'<2, / C-kX />£- Xx _ o k>< 
c,r 7 - •£ - £ ■ e - cL£ .

~k. xThe solution is y = ae
a being the constant of integration.
Homogeneous differential equation of the type

M(x,y)dx+N(x,y)dy = O - — — (j $

Homoqeneous_expressions/functions: Homogeneous equations

Consider (1) f(x,y) = x ^ + xy + y^"

We can write f(x,y) = xV( 1 + y/x + (y/x)2)

or f(x,y) = x f(1, y/x)
Since f(1, y/x) =1+1. y/x + (y/x)2 = 1 + y/x + y2/x2 

f is a homogeneous function of aegree 2 in x and y.
2. f(x,y) = * + 3x2y + y3

= x3(1 + 3 y/x + (y/x)3) = x3 f(1,y/x)

and f(x,y) is a homogeneous function of degree 3 in x and y
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3. f(x,y) = x + + y
= x "fj + .y y/x + y/£] = x f U , y/x) 

so that f(x,y) is a homogeneous function of degree 1 in x and y.

4. f(x,y) = x sin (y/x) + y cos (y/x)
= x Q>in (y/x) + (y/x) cos (y/x^

= x f(1, y/x)
f(x,y) is a homogeneous function of degree 2 in x and y

In general, a homogeneous function of degree n in x and y, 
f(x,y) has the property— f(x,y) = x f(1, y/x)

Putting y = v x or y/x = v
f(x,y) = x f(1,v)

Note: In a homogeneous function, each teim is of the same degree.
2 2 f (x,y) = x + x + y + y 

is not a homogeneous function.
. L ~LSince f(x,y) = x + x + y + y

= x5" (1 + Vx + y/x2 + y2/x2)

This part is 
f (x ,y) = x^1

not a function of (y/x). 
f(1, y/x) for any x.

Thus we cannot write

Lefinition : M (x,y) dx + N (x,y) dy = 0
is called a homogeneous equation of 1st orcer if M(x,y) and N(x,y) 
are homogeneous functions of same degree.

can

or

If the difrerential equation is a homogeneous equation, then we 
write the equation as

__ h t b V*) _ __

/'/(TCI) /V(J,

Method of solving a homogeneous differential equation ;
Given the homogeneous equation 
M(x,y) dx + N(x,y) dy = 0 - - (JJ

Put y = vx - - -

= v.1 + x — or dy = vdx + xdv d x dx
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This substitution converts the equation (1) into an equation in v and^ 
x with separated variables. Then the equation can be solved.

Illustrations: Solve the following equations.
, s

By checking the coefficient function, it is easily seen that the 
equation is a homogeneous equation.

Put _ v+TC-iL in
cl*- ctx.

-X.( 'V -+ x ■ cb X -= "X. + 13X
X

•==^. T1 + X • cl.V I + U ^=7 X ■ C^L — |
Tv clx

or
7t-

On integration of the equation, we get
v = log x + c
or y/x = iogex + c.

Hence y = x (logex + c) is the solution of the given differential 
equation.

c(y 

J.X.
C*7y — (jX+x2.

x = a homogeneous function of degree 2 and 
x + xy + y = a homogeneous function of degree 2. 
Hence the equation is a homogeneous equation.

cly x . d Lc

dz.

P ut

• 1 (XQ X t> X.

•v-X

'C b) 1 J) = 4- x

hj 4- x . d a —

L- T_

^4 qjx - b’x-clls _ (-V1- 
cl X

V o-
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Separating the

0 r. cLx

X
-h

r
I < ■r

o r U d~

Dy

O Y

2-Cj

X-

X

x2'-

I
V ckv 

V^l

£^0

"L

is the solution of the equation.

- 2 dy 2 23.x dx=x + xy + y

The equation is obviously a homogeneous equation

Put y = i?x - v
1 cd-'

7_

-+• x
cu <s(x.

V. cb? 0.

yc ~ k tu £.

<

C

/ o - lc
2^c

u nX_ 4- OC q? + X X?

,=^-(/toC - j _p d

/ dy- J
dv -X
“TTx.

( + V .

Separating the vari ables, we get
dx. __dy. _ olu 

oc (± v 
On integration

dv

l-t-Vi >
C

x

Hence the solution is ~i^Uvt

or y = x Tan (k + logex) , k being the constant of integration.

If the given problem is an initial value problem, then we need to 
find the particular solution of the differential equation which 
satisfies the initial condition also.
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4. x(1-y/)+y(1+y/)=0 
with y(1) = o

,/ ~ x + y which is a homogeneous equation.y = x - y
Putting y = vx, y = v + xv
■ • «'■ 5-Hsi

dV = X
On integrating we get

— I 9
Tan v - Y2 log (1 + v >C + log x

or Tan ' (y/x) = C + log (x/ 1+v^ )

Hence the solution of the eauation is Tan

or Tan1 (y/x) = C + log J x2 + y2 putting x=1 , y =0 so that C 

= log

= 0
2 2 x +y

x sin (y/x) = y sin (y/x) + x, y(l) = T72
cL*.

Putting y = vx, dy = v + x • 4i—

Sin v (v + x du) = v sinv + x

v sij^y + x sin v = V/^fn v 4 1
S in v qv = dx/x

On integrating we get log x + c = - cos v

Therefore, the general solution cos (y/x) + log x + d = 0 

Putting x=1, y = ^/2, Cos ( ft/2) + log + C = Q C = 0 

Hence the solution is Cos (y/x) + io9ex = 0

6. xy' = y + 2x e“-//x with y(1) = 0, putting y= vx, y^ = v + xvz 

x(v + xvz ) = vx + 2x e v

v + xv' = v + 2e_V dv = 2ax/x
On integrating we get e = 2 log x + c

The solution is = 2 log x + c
Put x = 1, y = 0, =1=2 log + C c = 1

exp ( V/ ) =2 log x is the solution.
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7. (y + x2+y2) - xy' = 0, y(l) = 0 

The equation being homogeneous, put y 
/;

VX +,/X

I jvx, y = v + xv

V I + V »- -j*
On integrating, Sin h 1 v = C + log x

Or Sin h (y/x) = C + log x
Putting x = 1, y = 0, sin h ' (0) = C + log I ,, C = 0 

The solution of the initial value problem is 
Sin h ' (y/x) = logex

or y = x Sin h (logex)

8. (x Tan (y/x) + y) = x yO) =
d X

Putting y = vx, yl = v + xv 1 

x Tan v+vx=x(v+ xv1)

Tanv + v = v + xlP

Separating the variables,
dx/x = (cos v/sin v)dv
On integrating log x = C + log sin v 
or log x = C + log sin (y/x)

Putting x = 1, y = /V/2, we get 0 = 0
The solution of the initial problem is

log x = log sin (y/x) 
or y = x sin” x

Equations reducible to homogeneous equations :

1 . -
U x

4- tC,

4- 4-

Tn this case, put x = X + h, h = Y + K and 
choose (h,k) such that ah + bk+c =0

ah + bk+c = 0
with t he substitutions, the equation becomes

7
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This equation is homogeneous and can be solved by putting Y = vX

An illustration j
d v _ x 4- v - 5 
ax x - y + 1

Put x = X - h , y = Y + k
such that h + k - 5 = 0

h - k + 1 = 0

dv _ X 4- Y
ax “ X - Y

Put Y = vx, c// = v + X 6^u -

d X

— V ~ K - J U so that -V -A Dt
dz dx.

i i Ot • — 1 + — V —
dx f-T"

On separating the variables, we

Solving h = 2, 1 = 3, 
Hence, x = X + 2

y = Y + 3

cl 75 — X + b y __ ly- 
X -L’ y i-v

d => (A

X k ) *

— 1 ointegrating log X = Tan v - y2 log (1 + v ) + C 
log X -r log J1 + v^ = Tan v + c

i.e. log Jx2 + Y2 = Tan-1 (y/x) + C

2+ (y-3)2 = Tan-1 h/A J

a < a l* +- kA + c 2- 

==>
a-i. b2 c

4 2 - M, t>x = kt,

The solution is log (x-2) 
V

2* J 7

c

a, xby,+• c, CA i X

k[ 3.i* 4-A,/7)^c2_
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where Cq = Co/K

Note: (aox + boy) is (a^ + ^y) for some constant. Substituting
Z = a,x + b,y 

Illustration ;

the equation can be sclvec. 
Jy __ x +-j + 

d x.

t.e,

(J- Z- _ j 

cl < 

clz~ 
d

2z-5

-A +

WHERE = A + B
3z-1 " 3z-1

so that 2z-5 = A(3z-1) + 8

Put z = 0, -A + B = -5, m = 2/3 
Put z=1,2A+B=-3, B= -13/3

Jx - ((A K + c d

R log (3 z - 1)

x + C = a(x + y) + S- log (3x + 3y - 1 )
3

x + C = 2/3 (x+y) - 13/9 log (3x + 3y - 1)

The solution is 9x + k = 6 (x+y) - 13 log (3x + 3y - 1) 
or (3x - 6y) + 13 log (3x + 3y -1) + K = 0.

First order Linear Equations :
Type : dy/dx + py = Q
where p = P(x), Q =y(x)
(i.e. P, Q are functions of x only).

C9
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Let = ^•'-(x) be a function such that (1) becomes an exact*
differential equation on multiplication by

Multiplying (1) by

(1) becomes U. ± K F / -
L d x

or d* - f+Qclx. - - (2J

By definition of exact equation,
the L.H.S. of the equation (2) can be written as 

d(^) = ( py) dx + (Xdy - - - (3)

By the chain rule,

Hence 2lctx 4-2£^z - 
9 ly0

3 <j> - p- p v 2-± - M- —
y?? ^L. - -

Since 4~4 — ? / H-py ) = 22—
x x. y 7 »2> 7 c

1 <
2.

3 4 4L

5 7 D x 3>

Since .4K_ — H- 
x 4 ~*~

(5) becomes ^_X p. I —j- y 34L P\ rr 2l—
•4/ ci x_

Since p is a function cf x only

cJh-
On integration we get (: 

From (2) anc (3) d

jL [p-r) = 0

(F^ CO
u - ~ - a-)

1 rlX

* By exact equation, we mean that the L.H.S. is the total 
derivative of some function of n.
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Integrating the second equation : <5 tc <• x■ A

7 ' A7

cU = d = /-UcU

Lnle<jrqtln^ f-ky — c -r f

„.„«, 7 = e1^'^ + /7 e! c J - ' <7>

in the solution of (1).

forking Rule: Given (1)

i)
ii)

iii)

iv)

v)

identify F and (J. 
compute J Pdx

compute exp \ pdx = e
r 'jM*. 

compute (9) C.

Ftt in (7) to get the solution

A particular case of (1) is got when P is a constant. The equation (1) 
is then called a first orcer linear equation with constant coefficients.

T hen, j pdx = pi

ejpdx = e^x

The formula (7) becomes
-pX. C 7-

£W---W.

Illustrations: Solve the following equations ;
1 . dy/dx + 2y = 4x 
Here, P = 2, Q - 4x

Px 2-X e' — e
f, -- M- e c<x = 4

'/ i
'2- 2-

2_* 
e d*2<

f I X- ,j $ e 

_ 1 2_ p> e - 22. e — (T.x-'i)e

2_x
The solution ye = C + (2x-1 ) e 

or y = ce + (2x - 1 )
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2. )/+ y = cos x . px

Here P = 1 , Q = cos x i > & - £-

j chi. “ j e^Co^xctx

Let I = f/cCx cU ,
Then I = J - 5 C l>

Ae 
e7 S

5Cx _ £<>*■ £_ccfx)-r 5 ex cc5x.dxj

MX. 4" £'*-CC$X. —

or I = e “ (sin x + cos x) - I 
21 = e1 (cos x + sin x)

I =(e7‘ cos x dx =)'2 e^(cos x + sin x)
v

The solution is y e = C + y2 e (cos x + sin x) or 
-X_

y = C e + y 2 (Sin x + cos x)

3. y - y = 1
P = -1 , Q = 1

er" = epx _ q-x j(SC —
-X

<±

?
_ __________ )(^

The solution is y e = C - e

TL X_ f X- 2.x.
e = ey + 2y = 6e, P = 2, Q = 6e

Jc\ 4^ = L

• y f'* i o 3<
i, ( c dx - Z c

n -2.x. tv_
The solution is y e = C + 2e or y = C e + 2e

5. (1 + cos x) dy/dx = (1 - cos x)
I — Cc s -X 

I 4- ecsx
2_cty\

or dy = Tan'1' (x/2) ax = ( x/2) - ij)
Integrating y = C + ^(sec2 (x/2) - 1) dx 

y = C + 2 Tan (x/2) -
is the solution of the equation.

ax

or y + 1 = C 4

d

— K
I. C dx — —

= -t

x
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cU

/

auL4-a.^7

(J 'a‘Pj “ Cx+a? _/ 

4*. .= .it

6L+X ^-cL7V
tc ((5

ax _ _(-_!-•+ a__

OLhX
i~

/-ay

or log (a+x) + c = log y - log (1-ay)

Vor log 

o r log
44

= log (a+x) + c = log (a + x) + log

or y = K (a+x) (1 - ayi) 

is the solution.

7. 2x y1 = 3y, y(1) = 4. 
2x dy = 3y ' ~C^' chc2 J__ = 3 _

2 log y = 3 log x + log C 
2 3y = C x put x = 1, y = 4, c = 16 

The particular solution satisfying y(1) = 4, is y^ = 16x~ 

8. yZ= 2e" y3 y(0) = y2

=y = C

y = Y2, -72
d

Put x = 0 
-2_

-72 (y 2) = C + 2e = C + 2

i.e. C + 2 = -7 2 x 2_ = -2 or c = -4 Z_
The particular solution required is------ L = 2e - 4

2 1 1 or ,, y = ------- -—
8-4e



9. = x eX y(1) = 3 
~c

dy = x e dx

%
dy = C + j x e dx
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C + (x e - e^- 1 .dx = C + (x-1)
or y = C + (x-1 ) eX

Putting x = 1, y = 3, 3 = C + 0 t=±; C = 3
>c e

y = 3 + (x-1) e is the solution of the initial value problem.

10. + x eX y = 0, y(0) = 0
y .

e' dy + xe dx = 0
, V-

dy +jx

M TL
e ' + y2 e

e dx = C

= C
Put x = 0, y = 0, 1 + 7 2.1 = C or C = 3/2 

The solution of the initial problem is 2e' + e =3
2,

Equations reoucible to the form : py = Q, where P = P(x), Q

Bernoulli’s eauationj + py = Qy _ _ _ (\)
dividing the equation by yn

J cl x ci X.

Q(x)

1 hen, on substitution, the given equation becomes
-;Hr - (n_1) Y»P = -*3 ("-1)--------- (3)

Put P^ = —(n—1) P, Qf = -(n-1) q

Clearly, P( = P( (x), q = q ( (x) and (3) becomes
dy
dx

/
+ p, y = q..(4)

This equation can be solved since it is an equation of the form

= Q-32
dx + PY
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1 . ^olve : cv
GX + yx = x/y

-r VJ dx + y x = x

put j2 = y 2y dy _
d x

ay
ax

The equation becomes 
X 2 dV/dx + x y = x

or d7/dx + 2x y = 2x
Comparing it with dy/dx + py = Q,

*“p = 2x j Pdx = x , C = 2x

Pdx lx e = e 2xdx = e 
.2

The solution is Y e'X = c + eX

or y = c e -x + 1
2 2 * Since y = y , the solution is y = c e_x 1.

I 4 32. ^olve : xy' + y = x y

dividing by xy'',3 L
^3

*3

Put Y = Y- YX - "i- m
1 • 43 J

The equation becomes

o <

_L 4y

-M'
^3 J

+Y
X

_ /
Z

d/

dx

1_________
LCc-X1>)

•2_

— 2-Xpdy 

dx
Comparing this equation with dy -+ Py = Q 

d X
P = -2/x, Q = -2x3

or

ffdx = -2 logex = loge (y x2) /, £ = yX

PdxThe solution is Y e ' 4 = C +
.$ pdx dx

Q e Pax dx = f-2x^ yx2 dx = -x2

Therefore, Y. yx = C - x2

or Y = x2 ( c - x2)
2 2 2 2 or yy = x ( c - x ) is the solution or .. y =

X'
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3. Solve (ey - 2xy) y1 = y2

Here it is necessary to treat x as the dependent variable and y as th 
dependent Variable.

/ J—-
Noting y = dy/dx =

/
The equation becomes (e^ - 2xy) t = y2

y o 2 dxe - 2xy = y

Here P = P(y) = 2/y, Q = i(y) = e ' / y 
jpdy = \ 2/y dy = 2 log y

e fPcx = y2 , H
k ’ I V1 J>

The solution is x e -^pG/< = C * Jq e

2 yi he solution is xy = C + e7

ey

Fdy dy

4. Solve the initial value problem j 
d v + y = xy , y(0) = v/T~

~^z dV , J—

Put yy2 = Y

dy/dx - 2y = -2x 
P = -2f Q = -2x

^Pdx = -2x 

Pax

JPax -2x e = e

dx = l-2xe ”2x dx

■IX •IX.
= -2

I—
X.

<2-

•e

x
•lx —1-x

3

n 7C

Q e

J

~ x +• V) e

The solution is Y e = C + (x + y 2) e 

or yy2 = X + ; y2 + ce+2x’
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Using the initial condition 
y(0) = t/T

/2 = y2 + c c = 0
The solution is Yy = x + 2

dv
dx

sin y
x

Put sin y = Y cos y —£ =

£ + = 1
ax x

ay
dx

p(x) = yx, u(x) = 1
^P(x) dx = loae x-^je

e P<x) dx = jl. x 

Hence the solution is Y =

Hx)ax = x

dx = y2 xz 

—J P < x) ax

2
or sin y = y x (c + y 2 x ) 
or sin y = c/x + x/2

2
6. (y+1) dy/ax + (y +2y) x = x
Put y2 + 2> = V 7 _
(2y+2) d’y/dx = a\//dx S ^LL'e’' 6 ’e

y 2 ay/dx + \y X = X
“ S - <2x)\-2x

P = 2x, Q = 2x 2
e P<x) dx = ex

f' o dx x2 , x2
\ (J e =( 2x e dx = e

Hence the solution is Y = e dx pj
2 2 2 L"

i.e. (y + 2y) = e x (c + ex )

2 -x^
or y + 2y = c e + 1

5. Cos y = 1

C + C e P < ')
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Theoretical ~rcolg~£ cn linear first order equations :
1 . Ix f anc g ere two solutions of dy/ox + py (= O^jthen c^f -r c^g is 
also a solution or the equation for any arbitrary constants and c^. 

Proof : f is a solution. df/dx + p.f. = 0

g is a solution dg/dx + p.g. = 0

C| Ty+ y -0
d Z

or d/dx (c^ f + c^g) + p (c^f + ~ d

Hence c^f -t- c^g is also a solution of dy/dx + py = 0.

0-;:e • Tne result can be extended. Accordingly, for any solution, 
f, g, h,... or the equation, c^f + cQg + cqh + ... is also a solution 
of the equation for any arbitrary constants c^» C2» cQ,...

2. Consider the differential equation dy/dx + py = 0 where P =p(x). 
Show that
a) f(x) 0 f or all x is a solution of the equation.
b) if f(x) is a solution of the equation such that f(xQ) - 0 for some 

value x = xq , then f(x)^0 for all x.
c) if f and g are solutions such that f(x ) = g (x ) for some x=x , 

then f(x) — g(x) for all x.

Note: The solution f<r)rrp 0 of the equation (1) is called the zero
solution or trivial solution. any other solution than this is callea a 
non zero or non trivial solution1 ).
a) Putting y = 0 in the equation, the equation is satisfied.
Hence f(x)*z 0 is a solution of the equation.
b) consider dy/dx + py = 0
Separating the variables, dy/y + p(x) dx = 0
Integrating the equation, we get y = c e dx

is the general solution (i.e. all solutions are of this form).
Let f(x) be a solution. Then for some c, f(x) = c e^^^ dx.

Let f(xQ) = 0 for some x = xq , then putting x = x 
f(xQ) = c e ^kx) dx _ q _

Then f(x) 0 for all x.

0
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ex
c) Let f(x), g (x) be two solutions such that *(x^) — g(xQ)» 
Then f(x) = c^e i P X'1 

g(x) = c2e(p(x>dx

f(xo) = g(xo)

'f(x) - g(x) = 0. ^lso f(x) - gi,x) is also a solution of the equation.

Hence from (b), f(x) - y(x)^ 0 for all x
f(x) ~ glx) for all x.

3. Let f,(x) be a solution of + p(x) y = (x)

and fp(x) be a solution of + P(x) y = Q2(x)

Then prove that f^(x) -r Is a solution of

“ + Plx) y = Q1 (-x) + Q2(x )

bince f^(x) and f^CxJ are solutions of the differential 
equations (1) and (2) respectively, 

df

to

(2)

(3)

ht- + p(x> h = Vx)

Adding: d/dx (f1 + f^) + P(x) (f, + f2) = Q^x) + Q2(x) which

shows thatf^x) + fp(x) is a solution of the differential equation (d).

A Uniqueness Theorem :

4. If P(x) and Q(x) are continuous functions of x, then show that 
dy/dx + P(x) y = Q(x).
has a unique solution y(x) satisfying the initial condition.
y (x0 > = yo

Let y^x) and y2(x) be two solutions of the initial value problem 
dy/dx + P (x) y = Lj( x)

y(x0) = y0

Then y1 (x) - y2(x) is a solution of dy/dx + Plx) = 0

Also, y,(xo) - y2(xo) = y0 - yo = o
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Hence, y^(x) - Y2(x) is a solution of the homogeneous equation 

dy/dx + P<x) y = 0 satisfying the condition y1(xQ) - y2(xQ) ~ 0 

Hence, y^x) - y2(x) - 0 (i»e. for all x)

y^x)— y2(x<) for aii 

Hence the solution is unique.

Assignment and Self Test :

1 . Solve the differential equations.

a) (x-4) y4dx - (y2-3) x2dy = 0

b) x sin y dx 4- (x 4-1 ) cos y dy = 0

c) 4xy 4- (x2+1) y1 =0

d) (e* 4-1) cos x 4- ey (sin X4-1 ) =

e) Tan art 4- 2 dzV =0

f) (x4-y) dx - xdy = 0

g) (2xy + 3y2) - (2xy + x2y1 = 0

h)

i)

(x2-2y2) + xyy1 = 0

x2 4^ = 3 (x24-y2) Tan"1 (y/x) +
ax

j) (xy1 - y) sin (y/x) = x

k) 1 « -y/xxy = y 4- 2x e

1) (x Tan (y/x) 4- y) dx - x y = 0

2. Solve the Initial Value Problem
a) (y+2 ) dx + y (x+u) dy = 0, y(-3) = -1
b) (x2+3y2) dx - 2xy dy = 0, y(2) = 6

c) (2x-5y)dx + (4x-y) dy = 0, y(1) = 4
d) (3x+8) (y24-4) dx - 4y (x2+5x4-6) dy = 0, y(1) = 2

o 9 2 xe) (3x +9xy +5y ) - (6x + 4x>) dx = 0, y(2) = -6.
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3. Solve :

a) (x+2y-3) + (2x-y-l) = 0

b) (x+y-1) dx + (2x-y-8) dy = 0

c) (x+y) “ + (2+y-x) = 0

d) (x+y+1) dy + (2-x-y) dx = 0

e) (x+2y+3) + (2x+4y+3) = 0

4. Solve :

a)

b)

c)

d)

e)

4* + ^ = 6x: 
ex. x

4dy , ~ 3
x “ + 2x y = 1

dv ~ 2 -3<-^ + 3y = 3x e ax '

f^_ + 4xy = 8x

dx x
ct ,2 "

f) (u2t1) + 4u v = 34

g) -x. 7-^-1
J X x. +1

h) C*- ■2- o > 3 Lx +-«) y - ( x-i)
2- / J -z

i)

j)

d re
a&

+A.ian 0 = Cos 0

_ x + x_
ax x x = 0

k) X ax + y + 2*6y4 = 0
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1) + x (4y - i/kp ) = 0

□) ax / t-1 \
dt <2t J x

t+1
xt

n) dy
x “ -2y = 2x4, y(2) = 8

o) dy , q 2 —i- + 3x y = a x 1
x2, y(0) = 2

P) X V ( 'i ) °ax T 2x 3 , VU ) - 2
y

a)
dv ,x ~H y —ax 7

(xy)3/2, y(i)

r) + y = f(x), when f(x) = (2, 0 < x < 1
y(0) = 0 10 x 1

(x+2) dv
axs) + y f(x) when f(x) = (, ^x, 0 <C 

y(o) = }
x < 2

4 X 2
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applications cf f.ihst crler ecuaticns
Geometrical Applications - orthogonal Trajectories 
Given a first order equation

the general solution of (1) is given by 
F(x,y,c) = 0 - - " C'M

c being an arbitrary constant.
(2) represents a family of curves (a one-Parameter family) in the 
x y plane.
(1) gives the slope of a curve of the family at (x,y).

Lefinition : Given a C^ - family of curves, a C^ - family of curves is 
called an orthogonal family of curves to C^ if each curve of C^ cuts 
every curve of C^ orthogonally (i.e. at right angles).

Note : Since orthogonality (i.e. Perpendicularity) is a symmetric 
relation, if Co - family is orthogonal to C^ - family, then C^ - family 
is orthogonal to Co - family.
Given the family of curves C^ by the differential equation (1), the 
orthogonal trajectories to C^ are got by

■Jl. - = _ _J_____ - - /
ax f (x,y)

(Recall that for two curves to be orthogonal, the Product of slopes= -1)

Procedure forfi.naing the orthogonal trajectories of a given family 
of curves :
Step 1 j From the equation (given) F(x,y,c) = 0 (1) of the given family 
of curves, find the differential equation of the family : = f(x,y)
Step 2 : Replace in £ii) , f(x,y) by - l/f(x,y) to get = - 1 f(x,y)

• ' - v < i)
This is the differential equation of the orthogonal trajectories 
of (1).

Step 3 : Solve the equation (iii) to get the equation of the family of 
orthogonal trajectories - a one - parameter family of curves

G (x,y,c) = 0 (iv)

Caution j In step 1, in finding the equation (ii) be sure of eliminating
C.

Illustration :
1. Obtain the orthogonal trajectories of the family of circles ;
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X2 + y2 = C2 - - (1 )

(1) represents the family of concentric circles centred at the origin. 
Differentiating (1) we get

or GV
dx

2x + 2y

changing -x/y by - ( - /x/ ) = y/x 

The orthogonal trajectories of (1) are given by

Separating the variables in (3) ana integrating k3) we get y 
This is the family of radi<=d;ing lines from the oricin.

c x. (4)

- U)
(2). Find the orthogonal trajectories of the family of
Parabola Y = C.9C

dvDifferentiating = 2 ex

dy _ %
ex " x

Eliminating C, 7-^— = 2

The orthogonal trajectories are given by
dy/dx. ' ■*-‘•<■>4 + 3-y dj - 0
. 7Integrating this equation

2 2 2 9 92y -r x = constant or x + 2y = C 

which are ellipses.

(3) Find the orthogonal trajectories of the curves given 
y2 = 2 Cx + C2

Consider Y2 = 2 Cx + c2-- (1)

Substituting for C in (1)
9 1 9 1

Y = 2(yy )x + y y

2 1 2 12 
y = 2xyy + y y - - (g.)
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1

1

by

- 'LX.'j

Replacing y

We get =

2 12 
y y

4- _
r
2

= y

i L—

+ 2xyy' = y" (3)
(2) and (3) are identical. Hence the orthogonal trajectories of the 
given curves are themselves i.e. given by (1) itself.
Definition ; a given family of curves is said to be self -orthogonal
if its family of orthogonal trajectories is the same as the given family
In the above example, the given family of Parabolas 

2 2y = 2cx + c is self-orthogonal.

Miscellaneous Examples :
(4) Find the curves such that the portion of the tangent intercepted by 
the axes is bisected at the porit of contact.
Let Y = f(x) in a curve with the property.
The equation of the tangent at P(x^, y1 ) is

d -i
( ) 

4x ?
(y-y1) = (x-x1)

Putting Y = 0 in (1 ) -y^ = y (x-x1)

(1)

(1)

or x = - x.

zk =

4'
Putting x = 0 in (1), y-y^ 
or y = Yl - x

= y. (-x1)

b — ( o» y i, “x 1 Vp )

Since P is the mid point of aB, 

(x1 , y] ) =
°)i — ) , 5 O' -
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I

Then the curves with the property are given by the differential
equation x y* + y = 0

2Solving it by separatina the variables, we get the curves to be x y = C .

(5) Find the curves for which the subnormal at any point of the curve 
is of length 1.
The sub normal at any point F(x,y) is given by y y\

Therefore, the ciffeiential equation of the curves whose subnormal is I

is y y1 = 1 y = 1

Integrating y2 = 2x+ c 

are the required curves.

6. A curve rises from the origin in the xy plane in the first quadrant. 
The area under the curve from (0,0) to (x,y) is one-third the area of the 
rectangle with the points on opposite points. F ino the equation of 
the curve.

CMPN)= y3 (The area of the rectangle
= >'3 xy z'
The area under

1 the curve = j ydx

Hence, \ ydx = Y3 xy o
J0

b if ferent ia tino w.r.t. x
1

= 3
d
dx (x. y)

or 3y = x y1 + y
or 2 y = xy1 2dx

7 x y
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This is the differential equation of the curve.
2Integrating the equation we get its equation to be y = x or 2x.

Falling Boev ?roclems/Pendulum
l/C Free ball: If m is the mass of a falling body and a is the acceleration

of the body, then the force acting on the body is given by F = ma
by the seccnc law of motion, accordingly, if v is the velocity of a
freely falling body which has fallen through a distance x, then the
equation of motion is m = mg or civ = g ( 1 )

dJkr cL~
Integrating the equation v = vq + gt (1) 
vq being the initial velocity (at)t=0).

Since v = (2) becomes — = v + gtat at o
, 2

Integrating again, x = v t + J- gt^ (3)
Since x = 0, when t = 0
the motion of the freely falling body is governed by the equations
(1) , (2) ana 13) .

i<b') Retarded fall : If we assume that air exerts a force opposing the
motion of the falling body and that this opposing force vaiies directly 
as the velocity of the body, then the cuation of falling body becomes

Jv = g - c v - (1) ( c > 0)
i

or dv = dt
3-cv 1 _ct

Integrating (1) - — log (g-cv) = t + c^ or g - cv = c^ e

Taking the initial velocity as zero i.e. V(0) = 0 
C2 = g

V = -2 (1 - e"ct) . . (2)

C is +ve . Hence V’ —v* ^/. on —27 co

This limiting value of v is called the terminal velocity .
c. dxSince v = —

(2) becomes = -2(1- e“ct)

q , , i -ctxIntegrating again, x = c~+£.kt + --e )
°C <-

s ince x = 0 when t = 0 C3 + or ^3 = “ g/c2

= 3 Ft FP-O I 'X
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(c) The motion of a simple pendulum : Let m be the mass of the bob 
and a the length of the pendulum. The bob is pulled aside through an 
angle (measurec from the plumb line). If V is the velocity of the
bob when the string makes with the plumb line, the; by the principle 
of Conservation of energy

i- mv '= mg (a cos<9 - a cosck )

But s = a£

The equation becom-s e - ------ .

That is the equation of motion of the 
pendulum

Differentiating M) w.r.t. t

at £• ~z. - ! 5 < n Q i ct &
d(r Tt- 5^-

or - - 2 5^ e - - -
“■

(i) Case of small oscillations

Assuming that the oscillations are small, (i.e. G is small)
We replace : sin G by G (since 0 is small, sin G is almost 0 itself) 
This equation becomes

life - - i 6 - - (3?
c.Ux a

This is the equation of motion of a simple pendulum
for small oscillations.

assuming that 9 - and db = 0 when t = 0

r , , frT \6* - d e:s / /9/ H -L v ax. J

Simple electric circuits :
Consider a simple electric circuit consisting of ,
(i) a source of electromotive force (emf) E
(ii) a resistor of resistance u which opposes the current producing
a drop in emf of magnitude Eo. If I = the current, then E~ = RI ri d
(This equation is called Ohm’s law).
(iii) An inductor of inductance L, which opposes any change in the 
current by producing a drop in emf of magnitude
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(iv) a capacitor (or condenser) of capacitance C which stores the 
charge Q. The charge accumulated by the capacitor resists the inflow 
of additional charge, and the drop in emf arising in this way is

Eq = Q Q«

Furthermore, since the current is the rate of flow of charge at which d c
charge builds up on the capacitor, we have I = —

These elements act in accordance with Kirchoff’s Law, which states that 
the algebraic sum of the emfs around a closed circuit is zero.
This principle yields

t“EL“ER“EC = 0
_ J

C
or L 21 + Rl + 1 Q = E

or E - Rl - L cl
at Q = 0

dt
Replacing 1 by

(1 ) becomes L

(D
d£
dt
d?e -+ «

’ v dtdi?
c & = £ (?)

When no capacitor is present the equation (1) becomes the first order
differential equation : L di

dt + Rl = E (3)

We solve (3) assuming that initial current 1 and a constant emf E is o o
impressed on the circuit at time t = 0.
The equation governing the flow of current is

L 21 + Rl = E 
d t o

separating the variables
di

E~ - Rl o
= -T dt

on integrating using the initial condition I = 1q, when t = 0.

We get log (Eq-RI) = - t + log (Eq - HI )

Note that the current 1 consists of a steady state Part Eq/R and a

transient Part (I - lro ) exp ( “dd ) that approaches zero as 
t . Consequently, Ohm’s law EQ = Rl is nearly true for large values

of t. If I = 0, then I = (1 - e

R

-Rt/L



and if EQ = 0, then I

CTHEH RATE 1E13LEMS
a) Mixture rrcblem: a can.-: initially contains 50 gallons of pure water. 

Starting at time t = 0 mne containing 2 lb cf dissolved salt per gallon 

flows into ire tank at tr.e rate of 3 gallon/minute. The mixture is 

kept uniform by constant scarring and the mixture simultaneously flows
out of the t a n .< a t the same rate.
1 . How much sdt remains in the tank at any time t > 0 ?
2. How much salt remains at the end of 25 minutes ?
3. How much salt remains eve ntually (af ter a long time) ?

Let x cenote the am.c-nt of salt in the tank at five t.
equation governing the flew is

= Inflow - outflow (i)

Since the ir.f.ow is at the rate 3 gallen/minute and each gallon contains 
2 lb of sal t
Thus inflow = 2 lb/gal X 3 gai/min = 6 lb/min (ii)

Since the rate of outflow equals the rate of inflow the tank contains 
50 gal. of the mixture at any time.

Then 50 gallons contains x lb of salt.
The concentration of salt at time t = lb/^al

S" o
The outflow = / oc lb/cai X (3 gal/min) = 3 lb/min. (iii)

\ S'o / S'o
thus the differential equation governing the .flow is

Initially there was no Sait in the tank. Hence x = 0 when t = 0 
(or X(0) = 0).

To solve (iv) separatina the variables, 7-^— = dt
100-x 50

Integrating x = 100 + C e_ct/S0

S ince x (0) = 0, C = -100
= ICO (1 - e_3t/-°) (v)X
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This answers question (1). 
for the question (2), put t = 2b.

x(25) = 100 (1 - e_1'“)v< 78 lb

The question (S) is solved by letting t —C°

in (v). 1 hen x = 100.

b) m certain cnemical is converted into another chemical by a chemical 
reaction. 1 he rate at which the first chemical is converted (into the 
second) is proportional to the amount of this chemical present at any 
instant. Ten percept of the original amount of the first chemical has 
been converter in b minutes.
i) What percent of first chemical will have been converted in 20 min?
ii) In how many min. will 60/O of the 1st chemical has been converted ?

Let xq in rhe amount of first chemical present initially. Let x be
the amount of cnemical uncergoing reaction at the end of time t.
Then (x -x) is one amount of the chemical left out at the end of time t. o
By the hypothesis, the rate of charge of x is prop, to (xo~x).

Therefore, the cifferential equation of the reaction is

Separating the variables and integrating x = xq - C e 

Since x = 0 when t = 0, c = xq

X = xo 1 - e_kt) (2)

Now x = when t = b min.
Io

Hence (2) becomes x = xq

ek = (0,9/5 

( 1 - (0.9)t//5)

(i) nt the end of 20 min. x = x ' z o

Thus at the enc of 20 min. 100x

9)l/3) - - • (3J

( 1 - (0.9)20/5) = xq (1, (0,9)4 

- = 100 ( 1 - (0.9)4J)
x 0
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Percent cf the chemical is converted into the second chemical.

(ii) If x = (60^ of the first chemical)

c) assume that the rate at which a hot body cools is proportional to the 
difference between its temperature and that of the surrcuncinc (this law 
is callee “ewton's law of cooling). body is heated to 1 1 0°C ano placed 
in air at 10cC. zvfter one hour its temperature is 60cC. How much 
additional time is required for it to cool to 30°C 7

Let oe the temperature of the body at time t. from start. Since
the temperature of the surrounding air is 10°C, by hypothesis

4* = k ( e -10) (1) , k 7 0
di-

Integrating, loc^( 9 - 10) = -kt + constant

or = 10 + -ktc e

when t = o, © = 110, 110 = 1 0 + c e = 107 C or C = 100

0 = 10 + 100 e"kt (X)

60°Cwhen t = 1 hour, £ =
=10+100 e~k*1

e"k = 0.5

= 10 t 100 (0.5)1- -- (3)

Q = 30° C, 30 = 10 + 1 00 (0.5)
Z A C. 20(0*->) - 1 oo = (0.2)

t = loa 0.2 hrlog 0.5
The additional time required /

\ lx n C • 5"

Icj S’
lyr$ .— I 1 Ur3 —
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d) a sum of money is deposited in a bank that pays interest at an 
annual rate Zt compounded continuously.
1. Find the time required for the original sum to double.
2. Find the interest rate that must be paid if the initial amount 

doubles in 10 years.
If A = a(t), be the amount at any time.

then, J, _ Zb A ' ' ' 
dt-

ICC .
Integrating A = A C - - • L2- > o
Aq = a(0) = the initial deposits.

1. If t = T, when = 2A0 2-A

/lT/100 = log2 

T = £££ log2e - - - (3)

2. If T = 10, then 10 = ]oo log2

Ace

2
hp = 10 loge (4) is the rate of compour.a interest. K /

(e) In a certain chemical reaction a substance « is converted into 
another substance X. Let a be the initial concentration of n and 
x = x(t) in the concentration of X at time t. Then a - x(t) in the 
concentration of a at t. If the reaction is jointly proportional to 
x and a-x (i.e.,the reaction is simulated by the substance being 
produced, when the reaction is described on auto catalytic) and 
x( 0) = x , f ind x(t) .
The rate of reaction is governed by

cbt - --(J? 0
cttr

cL< _____ l< . d.(r — j - ttkat-
CL- '4. J

CL K (- Cltz isl-
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l^lr-
0^
TA

+ Ce.

a.
or x =

At t = 0, x = x = o
CL
I 4- C

CL

CL

y-o

_ — LL- V-
ULX t

/ <-5~k t-4 -xc)e

(f) a moth ball whose radius was originally y4 inch is found to have 
a rauius 1/8 incn after one month, assuming that it evaporates at 
a rate proportional to its surface, find the radius at any time.
After how many months will the moth ball disappear altogether.

if x is the radius of the moth ball, V its volume and 
a at time t,

S its surface

- -l<3
cite

IT a? - L|TTk
*L

cb/
cItc

— bTTx. c <J.x.
5 -TTh H.e

Integrating x = C - Kt

Vihen t = 0, x = y4, y4 = C x = y4 - Kt 
hhen t = 1 , x = y8, y8 = y4 - K or K = y8

9 5 , ci-*. — 
clt"

_ > cL~*- _
cte

-CD

2-t
8

o r

= C =

x =

3
» ce (J ) k'

K

1 1
x “ 4 “ 8 t =

x = x(t) = y8 (2-t) (3)
when t = 2, x = 0 and the moth ball disappears, 
disappears after 2 months.

* he moth ball

proportional to the 
Half of the original

g) The rate at which raaioactive nuclei decay is 
number of such nuclei present in a given sample, 
radio active nuclei have undergone disintegration in 1500 years.
h) lrihat percentage of the original radio active nuclei will remain 
after 4500 years ?
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2 • In how many years will only one—tenth of the original nuclei 
remain ?

If x = x(t) is tne amount of radio active nuclei remaining after t 
years and x (0) = xq, the origi nal amount of the nuclei, then the 
disintegration of the radioactive nuclei is governed by

= - K* U ) ctt K > 0,
x(0) = XQ

(1 ) weIntegrating the equation get, x =

Putting t = 0, x = xQ, we get x -kt= x e0
It is given that when t = 1500, x = y2 x(

l x -1500 k
2. 0 0 15 ° c \ 1_ i o k. / ~k'-x. e o'' C e .) " X-2_ t

z 1. y 4 c o .
(r

(2) becomes X = Xo ( ) (SCO
- (3)

(1) when t ; • i <3
= 4500, x = x 0 (A) = 7<c

8
12.5% of the original amount remains .

(2) when x = -toXo'

(2)

lo
Taking Logarithm

t = 1500 1°*) C,c

J_ \ l Sco

;/o
-4985

isoo^li
years.

h) The rate at which a certain substance dissolves in water in 
proportional to the product of the amount undissolved and the 
difference C^-C^ where is the concentration in the saturated 
solution and is the concentration in the actual solution. If 
saturated, 50 gm of water would dissolve 20 gm of the substance.
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If 10 gm of the substance is placed in 50 gm of water and half of 
the substance is then dissolved in 90 min., how much will be 
dissolved in 3 hour ?

Since 20 gm of the substance dissolves in 50 gm saturated 
solution, the concentration in the saturated solution

C1 - SO

Let x gm be the substance dissolved in 50 gm of water at time t 
Then (10 - x) gm of the substance is undissolved at time t.

The concentration of the substance in 50 gm of water at time
C 7L

So

The substance dissolves in water according to the law

ii = K (C -C ) (10-x)
I- '

= -rJ(10-x)

or IS (20-x) (10-x)
t<L Sc*

Separating the variables

L. t -t const. 
S’

Uhen t = 0, x = 0, C = 2
k V

= 2eS - • 
i c

Since half the substance (i.e. 5 gm) is dissolved in 90 m in 
Putting x = 5, t = 90
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PROB/VBILITY

X> •BA£AVA7'f A 

M'jSoR.E —A-

In our day-to-day life we perform certain activities to verify certain known facts or to 
observe certain phenomena Such activities usually we call as experiments. In certain 
experiments, we can predict results exactly before conducting the experiment and in other it 
will not be possible. The experiments where the results can be predicted exactly are known 
as deterministic experiments and the experiments where the prediction is not exact are known 
as non-deterministic or random or probabilistic experiments. For example, a train is running 
at a uniform speed of .sixty hm. per hour, then we can predict with hundred percent surety 
that it will cover one hundred twenty kilometers after two hours, assuming that it never 
stopped during these hours. Similarly, for a perfect gas, PV = constant (P is pressure, V is 
volume).

In case of non-deterministic experiments, we cannot make predictions with complete 
reliability. The results arc based ou some ‘chance element’. For example, if we toss a coin, 
will it show ‘head up’ or ‘tail up'? Although we cannot predict anything with complete surety, 
yet if we throw the coin a large number of times. it is very' likely that the head will turn up fifty 
percent of the times and also it is very unlikely that the head turns up in every case.

Consider another example of a trained parachuter who is ready to jump. When he 
jumps then either his parachute will open or it will not But experience says that most of the 
tune it opens, though there are occasions on which it does not i.e. the uncertainty associated 
with the head or tail coming up when we toss a coin.

How will you proceed in answering the following questions ?

1. How should a businessman order for replenishment (filling once again) of his 
stocks (inventory) so that he has not carried very large stocks, yet the risk of 
refiising customers is minimized ? (Inventory problem).

2. At what intervals should a car owner replace the car so that the total 
maintenance expenses are minimized ? (Replacement problem).

3. I low mam' trainees should a large business organisation recruit and train them 
in certain intervals so that at any time it does not have a large number of 
trained persons whom it cannot employ and yet the risk of its being without 
sufficient persons when needed is minimized 7

4. How should the bus service in a city be scheduled so that the queues do not 
become too long and yet the gains by the bus company are maximized ? 
(Queing problem).

5. How many booking counters should be provided at a station to serve in the 
best way the interests of both the railways and the travelling public ? (Queing 
problem).

1



6. What should be the strength of a dam (or a bridge) so that its cost is
reasonable and yet the risk of its being swept away by the floods is 
minimized ?

7. How many telephone exchanges should be established in a given city so as to 
give the best service at a given cost ?

8. Which variety is the best out of given varieties of wheat, on the basis of yields
from experimental fields ?

9. What should be the minimum premia charged by an insurance company so 
that the chance of its running into loss is minimized ?

10. How to decide whether a given batch of items is defective when only a sample
of the batch can be examined ?

Answers for all such questions are based upon certain facts and then try to measure 
the uncertainty associated with some events which may or may not materialise. The theory 
of probability deals with the problem of measuring the uncertainty associated with various 
events rather precisely, making it these by possible today, to a certain extent of course, to 
control phenomena depending upon chance.

The ‘measure of uncertainty* is known as probability.

History' of Probability Theory'

Probability had its birth in the seventeenth century and over the last three 
hundred years, it has progressed rapidly from its classical heritage of simple mathematical and 
combinatorial methods to its present rigorous development based on modem functional 
analysis. The probability had its origin in the usual interest in gambling that pervaded France 
in the seventeenth century'. Eminent mathematicians were led to the quantitative study of 
games of chance. The Chevalier de Mere, a French nobleman and a notorious gambler, posed 
a series of problems to B Pascal (1623-1662) like the following :

Two persons play a game of chance. The person who first gains a certain number 
of points wins the stake. They stop playing before the game is completed Howr is 
the stake to be divided on the basis of the number of points each has got ?

Though Galileo (1564-1642) had earlier solved a similar problems, this was the beginning of 
a systematic study' of chance and regularity in nature. Pascal’s interest was shared by Fermat 
(1601-1665), and in their correspondence the two mathematicians laid the foundation of the 
theory' of probability. Their results aroused the interest on the Dutch physicist Huyghens 
(1629-1695) who started working on some difficult problems in games of chance, and 
published in 1654 the first book on the theory of probability. In this book, he introduced, the 
concept of mathematical expectation which is basic to the modem theory of probability. 
Following this, Jacob Bernoulli (1654-1705) wrote his famous ‘Art Conjectandi’ the result of 
his work of over twenty years. Bernoulli approached this subject from a very general point

2



of view and clearly foresaw the wide applications of the theory'. Important contributions were _ 
made by Abraham de Moivre (1667-1754) whose book ‘The Doctrine of Chance’ was 
published in 1718. Other main contributors were TJBayse (Inverse Probability), P.S. Laplace 
(1749-1827) who after extensive research published ‘Theoric Annlytique des probabilities’ in 
1812. In addition to these Levy, Mises and FLATisher were the main contributors. Il was, 
however ..in the work ofRussian mathematicians Tschebyshev (1821-1874), A Markov (1856- 
1922), Liapounov (Central Limit theorem), A Kintchinc (Law of Large Numbers) and A 
Kchnogorov that the theory' made great strides. KolmogosofF was the person who axiomised 
the calculus of probability.

The probability theory itself has developed in many directions, but at present 
the dominant area is the stochastic processes, w'hich has wide applications in physics, 
chemistry', biology', engineering, management and the social sciences.

Calculus of Probability'

In our day-to-day vocabulary’ we use words such as ‘probably’, ‘likely’, ‘fairly good 
chances’, etc. to express the uncertainty as indicated in the following example. Suppose a 
father of a XU class student wants to know' his son’s progress in the studies and asks the 
concerned teacher about his son. Teacher may express to the father about the student’s 
progress in any one of the following sentences.

It is certain that he will get a first class.
He is sure to get a first class.
I believe he will get a first class.
It is quite likely that he will get a first class.
Perhaps he may get a first class.
He may or be may not get a first class.
I believe he will not get a first class.
I am sure he will not get a first class.
I am certain he will pot get a first class.

Instead of expressing uncertainty' associated with any event wiih such phrases, it is better 
and exact if we express uncertainty mathematically. The measure of uncertainty or 
probability can be measured in three ways and these are known as the three definitions of 
probability. These methods are

Mathematical or Classical or Priori Probability
Statistical or Empirical Probability and
Axiomatic Probability

Before discussing those methods, wre define some of the terms which are useful in the 
definition of probability.
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Experiment: An act of doing something to verify some fact or to obtain some; result. (Ex.
Throwing a die to observe which number will come up (Die is a six-faced cube). 

Trial: Conducting experiment once is known as the trial of that experiment. Ex. Throwing
a die once.

Outcomes: The results of an experiment are known as outcomes. Eoc. In throwing
a die, getting ‘ T or ‘2’ or ‘6’ are the outcomes.

Events: Any single outcome or set of outcomes in an experiment is known as an event.
Ex: 1. Getting ‘ 1 ’ in throwing of a die is an event
Also getting an even number in throwing a die is also an event.
Ex: 2. Drawing two cards from a well shuffled pack of cards is a trial and getting of a 
king and a queen is an event.

Exhaustive Events : lhe total number of possible outcomes m am' trial are known as 
exhaustive events.
Ex: 1. In tossing a coin there are two exhaustive events.
2. In throwing a die, there are six exhaustive cases viz (1,2,3,4,5,6).

Favourable Events (Cases): The number of outcomes which entail the happening of an 
event are known as the favourable cases (event!) of that event 
Ex: In throwing two dice, the number of cases favourable for getting a sum of 5 arc 
(1,4), (2,3), (3,2) and (4,1).

Mutually Exclusive Events : Events arc said to be mutually exclusive or incompatible if the 
happening of any one of them precludes or excludes the happening of all others.
Ex: In tossing a coin, the events head and tail arc mutually exclusive (because both 
cannot occur simultaneously).

Mathematical or Classical or ‘a priori’ probability

If a trial results m ‘n’ exhaustive, mutually exclusive and equally likely cases and ‘m’ 
of them are favourable to the happening of an event E, then the probability ‘p’ of happening 
of E is given by

p ^Favourable numberof outcomes. ■?' mZri

We write p = P(E).
Ex: 1. Probability of getting head in tossing of a coin once is A because the number of 
exhaustive cases are 2 and these are mutually exclusive and equally likely (assuming the 
coin is made evenly) and of these only 1 case is favourable to our event of getting head.

Ex: 2. The probability of getting a number divisible by 3 in throwing of a fair (evenly 
made) die is 2/6 because the favourable cases arc 3 (viz. 3 and 6) and exhaustive cases arc 
6.

4



The probability ‘q’ that E will not happen is given by

:: n ~ m _ , m _= ------- - 1 - — =1 ~p
n n

Always Os p £ 1.

If p = P(E) = 1, E is called a certain event and if P(E) = 0, E is called an impossible event

In this method, the mathematical ratio of two integers is giving the probability and therefore, 
this definition is known as mathematical definition Here we are using the concept of 
probability in the form of ‘equality likely cases’ and therefore, this definition is a classical 
definition Before using this definition, we should know about the nature of outcomes (viz. 
Mutually exclusive, exhaustive and equally likely) and therefore, it is also known as ‘a priori’ 
probability definition

The definition of mathematical or classical probability definition breaks down in the 
following cases: 1. If the various outcomes of the trial are not equally likely. 2. If the 
exhaustive number of cases in a trial is infinite.

Ex: 1. When wc talk about the probability of a pass of a candidate, it is not 16 as the two 
customers ‘pass’ and ’fail’ are not equally likely.
Ex: 2. When we talk about the probability of a selected real number is to be divided by 10, the 
number of exhaustive cases are infinite.

In such above mentioned circumstances it is not possible to use mathematical probability 
definition Therefore, probability is defined in the other way as below :

Statistical or Empirical Probability’:

If a trial is repeated a number of times under essentially homogeneous and identical 
conditions, then the limiting value of the ratio of the number of times an event happens to the 
number of trials, as the number of trials becomes indefinitely large, is called the probability of 
happening that event.

Mathematically, we write

' b-PCe)-

Here n is the number of trials and m is the number of times of the occurrence of event E. The 
above limit should be finite.

Ex: When you throw a die 10000 times and if you get 1600 times the number ‘ V, then the 
probability of getting ‘ 1’ is 1600/10000. This ratio is nothing but the relative frequency’ of 
‘1\
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But this definition is also not applicable always because it is very' difficult to maintain 
the identical conditions throughout the experiment. Therefore, the probability is defined in 
another way by using certain axioms. This definition is known as ‘Axiomatic Probability’ 
definition.

Here we define some of the terms which arc useful in tire ‘Axiomatic Probability'' 
definition.

Sample Space: The set of all possible outcomes of an experiment is known as the sample 
space of that experiment Usually we denote it by S. Ex: in tossing a coin, S = { H, T }. 

Sample Point: Any element of a sample space is known as a sample point 

Ex: In tossing a coin experiment, H or T is a sample point

Event: Any subset of a sample space is an event
Ex: In throwing a die, (1,3,5), (2,4,6) or (5,6) are the events where S = {1,2,3,4,5,6}.

If A and B are any two events then A, B, AUB, A n B are also events because they 
are also subsets of S.

The event S (entire sample space) is known as certain event and the event (empty set) is 
known as impossible event

Mutually Exclusive Events : Events arc said to be mutually exclusive if the corresponding 
sets are disjoint
Ex: In throwing of a die experiment, if A = (1,3,5) and B = (2,4,6) then A and B are 
mutually exclusive because we cannot get both odd number and even number simultaneously. 
That is, if A n B = <!>, then A and B arc mutually exclusive events.

Axiomatic Probability':

Let S be a sample space and £ be the class of events. Also let P be a real valued 
function defined on £. Then P is called a probability function and P(A) is called the 
probability of the event A if the following axioms hold :

i) For every event A, 0 P(A) < 1.
ii) P(S)=L
iii) If A and B are mutually exclusive events, then P(AUB) = P(A) + P(B).
iv) If A1} A2,.... is a sequence of mutually exclusive events, then

P(AiUA2....) = P(A1) + P(AJ +....... '
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In the above definition axiom (iv) may seem to be not necessary'. But it is necessary to 
stress that axiom (iii) should be extended to more than two events.

Theorem 1 : If 0 is the empty set, then P(C> ) = 0.

Proof: We know that S = S U 0 and P(S) = P(SU $ ) = P(S) + P( <X>).
(because S and 0 arc disjoint and according to axiom (iii)). But P(S) = 1 and therefore,
1 = 1 + P($ ).

.-.P($) = 0.

Theorem 2 : If A is the complement of an event A, then

P(2) = 1-P(A).

Proof; A U i - S.

P(A U J) = P(A) + P(J) = P(S) (A and A are disjoint).

But P(S) = I, therefore,
P(A) + P(2) = 1
OrP(T) = 1—p(A).

Theorem 3 : If A £ B, thenP(A) 2 P(B).
Proof: We know that if A $ B, then 
B = A U(B - A) (here we may use the notation B/A) 
So, P(B) = P(A) + P(B-A)
But from axiom i, P(B-A) 2 0
^P(B)^;pca):

Theorem 4 : If A and B are any two events, then
P(A-B) = P(A) - P(A O' B)

Proof: Wc can write, A = (A n B) U (A - B)

But (A n B) and (A - B) are disjoint and according to axiom (iii). 
P(A) = P(A Q B) + P(A-B).
OrP(A-B) = P(A)-P(A o B).

Theorem 5 : (Addition Theorem)

If A and B are any two events, then
P(AUB) = P(A) + P(B) - P(A S B)
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Proof: We can write, AUB = BU(A-B). But B and (A-B) are disjoint and therefore, b) 
axiom (iii),
P(AUB) =P(B) + P(A-B).

Also, from theorem 4, P(A-B) = P(A) - P(A n B)

Hence, P(AUB) = P(B) I P(A-B)
= P(B) + P(A) - P(A g B)

This theorem is known as addition theorem and it can be extended to any number of events 
as follow’s :

Theorem 6 : (Addition Theorem in case of n events)

If Aj, A2,...., A^ are any n events, then

* »
P^UA2U ...A} = £ PC4, n xp - Y P^xrA2 n ...rA)

V' VA-'; »v<*

Proof: This theorem can be proved by the method of induction. For the events A j and A2 
we have from theorem 5,

J’UjLUp = P(Xl) + P(X2) nZJ

= E W) PU, nA)
i«n

Hence the theorem is true for n = 2.
Now, suppose the theorem is true for n = r, say

Then,
PC<, UA^ U ....VA) = £ P(A) - £ M, " V +••• ■K-l/"’ PU, n a n_ rA)

ii
Now,
PC*, VA,......U Ar UAr„) = P(A, VA, U....UA) UA^

= P<A,UA,U...UA) +P<Ar^ -P(fA, n ArJ U U, n A^... U<A, rA^)

r a
= E P(A) - E P(X, n A) +... (-1)'

V"». KJ

p**
+pc<^)-E pu/XJ + E pcxfu/w^) +. ^-i)r pu,cw/x.ru^)

VI KJ
r*l r*\

= E pc<,) - E 'u,rup+....-K-1/p^.rUjO,uM1)I-' V\J>1
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Hence, if the theorem is true for n=r, it is also true for n=r+l. But we have proved that the 
theorem is true for n = 2. Hence by the method of induction, the theorem is true for all 
positive integer values of n.

Corollary' 1 : If A and B are two mutually exclusive events, then,
r(AUB)=r(A)+P(B).

Corollary' 2 : If Ab A^....A^ are n mutually exclusive events,

Then P(A, IJ A,... IJ AJ = P(A,) + P(A.) + ... + P(AJ

Conditional Probability':

So far, we have assumed that no information was available about the experiment other 
than the sample space while calculating the probabilities of events. Sometimes, however, it 
is known that an event A has happened. How do we use this information in making a 
statement concerning the outcome of another event B ?

Consider the following examples.

Ex. 1: Draw a card from a well-shuffled pack of cards. Define the event A as getting a black 
card and the event B as getting a spade card. Here P(A) = and P(B) = !4 . Suppose the 
drawn card is a black card then what is the probability that card is a spade card? That is, if 
the event A has happened then what is the probability of B given that A has already happened? 
This probability symbolically we write as P(B/A). In the given example,

=i = Ml =
1 M (1/2)

Because probability of simultaneous occurrence of A and B is % and probability of A is V2

Ex.2: Let us toss two fair coins. Then the sample space of the experiment is S = {III I, IIT, 
TH, TT}. Let event A = { both coins show same face } and B = { at least one coin shows H 
}. Then F(A) = 2/4. If B is known to have happened, this information assures that TT cannot 
happen, and P {A, conditional on the information that B has happened } =

P (A/B) - 1/3 - —
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P(S)

In the above two examples, we were interested to find the probability of one event given the 
condition that the other event has already happened. Such events based on some conditions 
are known as conditional events. In the above examples B/'A and AB are the conditional 
events. The probability of a conditional event is known as conditional probability of that 
event We write the conditional probabilities as P(AB), P(ET), etc.

Definition of conditional probability’: The conditional probability' of an event A. given B, 
is denoted by P(AB) and is defined by

Where A, B and A n B arc events in a sample space S, and P(B) * 0. 

From the definition of conditional probability we know that

W
Therefore, we can write from the above

P (AriB) y P(B) PfABJ

Also, we know that P (An B) = P (B.nA) and

P(BnA)WP(A)'P(B/A)

Hence we can write

P(A nB).= P(A) P(B/A) or P(B) i P(AB);;

The above result is known as multiplication law of probabilities in case of two events.

Multiplication Theorem of Probabilities : If A and B arc any two events of a sample space 
S, then

P(A fdB)^P(A) P(B/A) or P(B)P(AB).:

The above theorem can be extended to any n events as follows :

If A,, A;,...., An are any n events, then

P(At nA. .T n AJ = P(Al) P(A/AJ P^' n A) .iT(A,/A1ri AeAA,.,).

10



This theorem can be proved by method of induction or generalization.

Baye’s Theorem : IfEb E^..., Enare mutually exclusive events with P(ED0 = l,2,...n)
then for any arbitrary event A which is a subset of u F such that P(A) > 0, we have 

/■»
P(E, IA) =

r(P)PWZ)
«
£ P(E) Win)

for all i.

Proof: Since A c u Et we have
in

■ ■

A = A (\u Et) = u (Xfir, ) ) (by distributive law).
i "i I*!

Since (A A E) c £/for i - 1,2,...., ri) are mutually exclusive events, we have by addition^ 
theorem of probability

P(X) =P[LT (xn^] = £ pcxflr; =£ p&> p^e)
i"i i-i f-t

(By multiplication theorem in case of tw o events.)

Also, w e have

/(XfU,) = ?(X) P&/A) and

IA) = P(A 0 E> ~ P(A'E)
PWPW

Hence, W) = P^

Y Ptf? rM)

This theorem is very’ useful in calculating the conditional probabilities in certain situations.

If P(A n B) = P(A) P(B), then we see that P(B/A) = P(B) and hence we say that the 
probability of B is not depending upon the happening of A Thai is the conditional probability 
of B is same as the unconditional probability of B. Such events are called independent events. 

Two events A and B arc independent if and only if

11



Ex: Let two fair coins be tossed and let

A = { head on first coin }, B = { head on the second coin }. 

Then P(A) = P {HH, HT } = V2

P(B) = P { HH, IH } = */2 and

PCAJB) = = H = 173 =?(X>
?(3) 1/2

Thus,

P(An B) = P(A)P(B).

and we know that the probability of getting head on the first coin does not depend upon the 
probability of getting head on the second coin Hence A and B arc independent Also we see 
that the condition P(A n B) = P(A) P(B) is both necessary’ and sufficient for those events 
A and B to be independent

If there are three or more than three events, we will have the situation where every pair 
of these events are independent or the situation where the events in every set of events are 
independent In the first case, we call the events as pairwise independent and in the second 
case we call as complete or mutual independent events.

Geometric Probability :

Sample space can be countably finite or countably infinite or uncountably finite or 
uncountably infinite depending upon the situation If the sample space is countably finite, then 
it is easy to calculate the probability of any event by using either mathematical probability or 
axiomatic probability’ definition. Even if the sample space is countably infinite say S ” (e b 
Cj,...) we obtain a probability space assigning to each q € S is a real number p, called its 
probability, such that

Pi S = 1)■»
The probability P(A) of any event A is then the sum of the probabilities of its points.

Consider the sample space S = { 1,2,...} of the experiment of tossing a coin till a head 
appears; here n denotes the number of times the coin is tossed. A probability space is obtained 
by

?(1) = 1/2. 2>(2) = 1/4 .... J»(n) = v ......
2’

But the calculation of probability of events regarding an uncountably finite or infinite sample 
space is not so easy.

12



Consider a situation of selecting a point at random on a line segment of length T. 
Here the sample space is uncountably finite and the procedure to fmd the probability of any 
event in ease of countable sample space is not applicable.

Consider another example. Suppose that two friends have agreed to meet at a certain 
place between 9 a.m. to 10 a.m. They also agreed that each would wait for a quarter of an 
hour and, if the other did not arrive, would leave. What is the probability that they meet ?

In the above example also both the sample space and the given event are uncountable 
and the ordinary procedures of calculation of probability are not applicable. So we need 
different procedure in such cases.

If the sample space is uncountably finite, we present that sample space by some 
geometrical measurement, m(S) such as length, area of volume, and in which a point is 
selected at random The probability' of an event A, i.e. the selected point belongs to A, is then 
the ratio of m(A) to m(S) is

°f* or = °T,a °fA Or ?d),= V>f,CT* °f A
Itr.gik of S area of S vokntt of S

Such probability is known as ‘geometrical probability’.

Solved Problems :

1. A bag contains 5 red, 4 while and 3 blue balls. What is the probability that two balls 
drawn are red and blue ?

Sol: Total number of balls = 5 + 4 + 3 = 12

The number of ways of drawing two balls out of 12 balls = I2r2 = -2*11 = 66 vayt

The number of ways of drawing 1 red ball out of 5 red balls = 5 ways.

The number of ways of drawing 1 blue ball out of 3 blue balls = 3 ways.

The number of ways of drawing 1 red ball out of 5 red balls and 1 blue ball out of 3 blue balls
= 5x3=15 ways.

The required probability = 15/66 = 5/22, by using Mathematical probability definition.

2. If the letters of the word ‘STATISTICS’ are arranged at random to form words, what 
is the probability that three S’s come consecutively ?

Sol: Total no. of letters in the word ‘STATISTICS’ = 10. Total no. of arrangements of these 
10 letters in which 3 are of one kind (viz. S), 3 are of second kind (viz. T), 2 are of third kind

13



(viz. I), 1 of fourth kind (viz. A) and 1 of fifth kind (viz. C).

________ 10/
3! 3! 2! 1! 1!

Following are the S possible combinations of 3 S’s coming consecutively.

i) in the first three places

ii) in the second, third and fourth places

iii) in the eighth, ninth and tenth places

Since in each of the above cases, the total number of arrangements of the remaining 7 
letters, viz. T1T11AC of which 3 are of one kind, 2 of second kind, 1 of third kind and 1 of 
fourth kind

71
31 21 II II

and the required number of favourable cases = -------——ZJ------
3! 2! 11 11

Hence the required probability

_ Favourable Cases _ 1*7/ / 10!
Total No of cases 31 21 11 11 ' 31 31 21 II II

_ 1 * 7/ X 3 1 _ _1_
10/ 15

3. What is the probability that a leap year selected at random will contain 53 Sundays ?

Sol: In a leap year, there are 366 days of 52 complete weeks and 2 days more. In order that 
a leap year selected at random should contain 53 Sundays, one of these extra 2 days must be 
Sunday. But there are 7 different combinations with these two extra 2 days viz. Sunday and 
Monday, Monday and Tuesday, etc. Out of these 7 possible ways, only in 2 ways we are 
having an extra Sunday.

.-. Required probability =2/7.

4. Two dice are thrown simultaneously. What is the probability of obtaining a total score
of seven?

Sol; Six numbers (1,2,3,4,5,6) are on the six faces of each die. Therefore, there are six 
possible ways of outcomes on the first die and to each of these ways, there corresponds 6 
possible number of outcomes on the second die.

14



Ilcnce tlie total number of ways, n=:6x6 = 36. Now we wall find out of these, how many 
are favourable to the total score of 7. This may happen only in the following ways (1,6), 
(6,1), (2,5), (5,2), (3,4) and (4,3) that is, in six ways where first number of each ordered pair 
denotes the number on the first die and second number denotes the number on the second die.

m = 6.

Ilcnce required probability’ = Favourable No of Cam 
Total No of cam

_ m _ 6 _ 1
n 36 6

5. Two digits are selected at random from the digits 1 through 9. If the sum is even 
find the probability, p that both numbers are odd.

Sol: If both numbers are even or if both numbers are odd, then the sum is even. In this 
problem, there are 4 even numbers (2,4,6,8) and hence there are 4 °2 ways to choose two even 
numbers. There are 5 odd numbers (1,3,5,7,9) and hence there are 5°2 ways to choose two 
odd numbers, thus there are 4°2 + 5°2 — 16 wa>s to choose two numbers such that their sum 
is even. Since 10 of these ways occur when both numbers are odd, the required probability,

_ 10 _ 5 
p 16 8

6. Six boys and six girls sit in a row randomly. Find the probability that a) the six girls
sit together, b) ±e boys and girls sit alternately.

Sol: a) Six girls and six boys can sit at random in a row in 12 ways. Consider six girls 
as one object and the six boys as six different objects. Now these seven objects can be 
arranged in 7! different ways. But the six girls in the first object can be arranged in 6! ways. 
Thus the favourable number of cases to the event of sitting all girls together is 7! 61 ways.

Therefore, the required probability = 2L_«1 = _L
Total No of Cain 12 I 132

b) Since the boys and girls can sit alternately in 6! 6! ways if we begin with a boy
and similarly they can sit alternately in 61 6! ways if we begin with a girl. Thus the total
number of ways sitting the boys and girls alternately = 2 6! 61.

15



The required probability = Favourabh No cf Cetes _ 2 6? 6! _ l
Total Ko of Cam 121 462

7. Out of (2n+l) tickets consecutively numbered, three are drawn at random. Find the
chance that the numbers on them are in AT.

Sol: Suppose that the smallest number among the three drawn is 1. Then the groups of three 
numbers in AP. are (1,2,3), (1,3,5), (1,4,7)..... , (1, n+1, 2n+l) and they are n in number.

Similarly, if the smallest number is 2, then the possible groups arc (2,3,4), (2,4,6),... (2, ml, 
2n) and their number is n-1. If the lowest number is 3, the groups are (3,4,5), (3,5,7),... .(3, 
n+2, 2n+1) and their number is n-1.

Similarly, it can be seen that if the lowest numbers selected are 4,5,6,..., 2n-2, 2t>-1, the 
number of selections respectively are (n-2), (n-2), (n-3), (n-3),..., 2,2,1,1. Thus the 
favourable ways for the selected three numbers are in AP.

— 2(l + 2 + 3 + ... + n-1) + n

= 2 + „ = «’
2

Aso the total number of ways of selecting three numbers out of (2n+1) numbers
\ „ ,A ------------ - _ Z- 2 __ [ 2n-d 

3
_ (2n+[) (2«) g n (4n

1.2.3 3
1)

Hence the required probability = c -------;--------
Total No of cam n (4n2 - l)/3

3n
2 _

8. If a coin is tossed (m+n) times (m >n), then show that the probability of at least m 
consecutive heads is

2“ *

Sol: Let us denote by H the appearance of head and by T the appearance of tail and let X 
denote the appearance of head or tail. Now P(H) = P(T) = 1/2 and P(X) = 1.

Suppose the appearance of m consecutive heads starts from the first throw, we have 

(H H H....m times) (XX....... n times)

The chance of this event = (16.16 .... m times ) = —
r

If the sequence of m consecutive heads starts from the second throw, the first must be a tail 
and we have

T(HH....m times) (X X ....(n-1) times)
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The chance of this event = !6 (!T . !T.. m times) - 1

2‘41

If the sequence of m consecutive heads starts from the (r+1 )th throw, the first (r-1) throws 
may be head or tail but rth throw must be tail and we have

(XX,,,, r-1 times) T (HH .... m times) ( XX... (m+n-fc) times)

The probability of this event = 1 JL = _L_
2 2- 2*41

In the above case, r can take any value from 1,2,... fl Since all the above cases are mutually 
exclusive, the required probability when r takes 0,1,2,... n

_ 1 J 1 + 1 + )
— — + ---- +----- +

2“ ^7

_ n ±2 
2«i

Hence the result.

9. What is the probability tliat in a group of N people, at least two of them will have the 
same birthday ?

Sol: We first find the probability that no two persons have the same birthday and then subtract 
from 1 to get the required probability. Suppose there are 365 different birthdays possible in 
a year (excluding leap year).

Any person might have any of these 365 days of the year as birthday. A second person may 
likewise have any of these 365 birthdays and so on. Hence the total number of wayB of N 
people to have their birthdays = (365)N.

But the number of possible ways for none of these N birthdays to coincide is =

365. 364 ....(365 - 7/-i )

= C36S)j 
(365tN)I

The probability that no two birthdays coincide is

(365>j
(365 -W)l

Hence the required probability (for at least two people to have the same birthday)

(365)|
(365 -J/)l (365/
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10. A and B arc two independent witnesses (i.e. there is no collusion between them) in a 
case. Hie probability that A will speak the truth is x and the probability that B will 
sj)eak tlie truth is y. A and B agree in a certain statement Show that the probability 
that the statement is true is xy/(l-x-y+ 2xy ).

Sol: A mid B agree in a certain statement means either both of them speak truth or 
make false statement But the probability that they both speak truth is xy and both of them 
make false statement is (1 - x) ( 1 - y).

Thus the probability of their agreement m a statement

= xy + ( 1 - x ) (1 - y ) = 1 - x - y - 2 xy

Therefore, the conditional probability of their statement is true = --------------------
1 - x “ y + 2xy

(by using the definition P (A / B ) = where A is the event of correct statement and
B is the event of common-statement).

11. Two friends have agreed to meet at a certain place between nine and ten O’ clock. 
lhey also agreed that each would wait for a quarter of an hour and, if the other did not 
arrive, would leave. What is tlie probability that they meet ?

Sol: Suppose x is the moment one person arrives at the appointed place, and y is the moment 
the other arrives.

Let us consider a point with coordinates (x,y) on a place as an outcome of the rendezvous.

Every possible outcome is within the area of square having side corresponds to an hour as 
shown in the figure.

The outcome is favourable (the two meet) for all points (x,y) such that | x - y | £ 1/4. 
These points are within tlie shaded jxirt of the square in the above figure i.

All the outcomes are exclusive and equally possible, and therefore, the probability of the 
rendezvous equals the ratio of the shaded area to the area of the square. That is, m(A) = 7/16 
and m(S) = 1.

Hence by geometric probability, the required probability = 2^- = All 
«(S) 1

7
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Exercises :

1. A factor of 60 is chosen at random. What is the probability that it has factors of both 
2 and 5 ?

2. The numbers 3,4 and 5 are placed on three cards and then two cards are chosen at 
random.

a) The two cards are placed side-by-side with a decimal point in front What is the
probability that tlie decimal is more than 3/8 ?

b) One card is placed over the other to form a fraction. What is the probability that 
the fraction is less than 1.5 ?

c) If there are 4 cards with numbers 3,4,5 and 6, then what are the probabilities of
tlie above two cases ?

3. A vertex of a paper isosceles triangle is chosen at random and folded to the midpoint
of the opposite side. What is the probability that a trapezoid is formed ?

4. A vertex of a paper square is folded onto another vertex chosen at random. What is
the probability that a triangle is formed ?

5. Three randomly chosen vertices of a regular hexagon cut from paper are folded to the 
centre of the hexagon. What is the probability’ that an equilateral triangle is formed?

6. A piece of string is cut at random into two pieces. What is the probability that the 
short piece is less than half the length of the long piece ?

7. A paper square is cut at random into rectangles. What is the probability’ that larger
perimeter is more than 1 Vi times the smaller ?

8. The numbers 2, 3 and 4 are substituted at random for a,b,c in the equation ax + b =
c.

9. Each coefficient in the equation ax2 + bx + c = 0 is determined by throwing an
ordinary die. Find the probability that the equation will have real roots.

10. The numbers 1, 2 and 3 are substituted at random for a,b and c in the quadratic
equation ax2 + bx + c = 0.

a) What is the probability' that ax2 + bx + c = 0 can be factored?

b) What is the probability that ax2 +bx + c = 0 has real roots ?
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11. Two faces of a cube are chosen at random. What is the probability that they are in
parallel planes ?

12. Three edges of a cube are chosen at random. What is the probability that each edge
is perpendicular to the other two ?

13. A point P is chosen at random in the interior of square ABCD. What is the
probability that triangle ABP is acute ?

14. Find tlte probability of the event of the sine of a randomly chosen angle is greater
than 0.5.

15. Suppose you ask indixiduals for their random choices of letters of the alphabet Hew
many people would you need to ask so that the probability of at least cne 
duplication becomes better than 1 in 2 ?

16. Six boys and six girls sit in a row randomly. Find the probability that i) the .six girls
sit together, ii) the boys and girls sit alternately ?

17. If the letters of the word ‘MATHEMATICS’ are arranged at random, what is the
probability that there will be exactly 3 letters between H and C ?

1S. The sum of two non-negative quantities is equal to 2n. Find the probability that their 
product is not less than 14 times their greatest product

a) What is the probability that the solution is negative ?

b) If c is not 4, what is the probability that the solution is negative ?

19. If A and B are independent events then show that a and b are also independent
events.

20. Cards are dealt one by one horn well-shuffled pack of cards until an ace appear?,.
Find tlie probability of the event that exactly n cards are dealt before the first xe 
appears.

21. If four squares are chosen at random on a chess-board, find the chance that they
should be in a diagonal line.

22. Prove that if P(A/B) < P(A) then P(B/A) < P(B) ?

23. If n people are seated at a round table, what is the chance that the two named
individuals will be next to each other ?
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24. A and B are two very weak students of Mathematics and their chances of solving a
problem correctly are 1/8 and 1/12 respectively. If the probability' of their making 
common mistake is 1/1001 and they obtain the same answer, End tlie chance that 
their answer is correct.

25. A bag contains an unknown number ofbluc and red balls. If two balls are drawn at
random, the probability of drawing two red balls is five times the probability of 
drawing two blue balls. Furthermore, the probability of drawing one ball of each 
colour is six times the probability of drawing two blue bails. Flow many red and 
blue balls are there in the bag ?

26. A thief has a bunch of n keys, exactly one can open a lock If the thief tries to open
the lock by trying the keys at random, what is the probability that he requires 
exactly k attempts, if he rejects the keys already tried ? Find the probability’ of the 
same event when he does not reject the keys already tried,

27. A problem in Mathematics is given to three students and their chances of solving it 
are 4, 1/3 and 4. What is the probability that the problem will be solved 7

2S. A bag A contains 3 white balls and 2 black balls and other bag B contains 2 white and 
4 black halls. A hag and a hall out of it are picked at random. UTiat is the probability 
that the ball is white ?

29. Cards are drawn one-by-ooe at random from a well-shuffled pack of 52 cards until 
2 aces are obtained for the first time. If N is the number of cards required to be 
drawn, then show that

p(JV = „) = <52-n) <51-n)

Where 2 i ns 50.

30. AJB, C are events such that

P (A) = 0.3, P(B) = 0.4, P( C) = 0.8, P(A n B) = 0.08, P (A n C) = 0.28,

P(A n B n C) = 0.09

If P(AUBUC) 2 0.75, then show that P(B n C) lies in the interval (0.23, 0.48).

31. A man takes a step forward with probability 0.4 and backwards with probability 0.6.
Find the probability that at the end of eleven steps, he is one step away from the 
starting point.
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32. Huyghcus Problem. A and B throw alternately a pair of dice in that order. A wins
if lie scores 6 points before B gets 7 points, in which case B wins. If A starts the 
game, what is his probability of winning ?

33. A Doctor goes to work following one of three routes A, B,C. His choice of route is
independent of the weather. If it rains, the probabilities of arriving late, following 
A, B, C are 0.06, 0.15, 0.12 respectively. The corresponding probabilities, if it 
does not rain, are 0.05,0.10,0.15.

a) Given that on a sunny day he arrives late, what is the probability that he took route
C V Assume that, on average, one in every four days is rainy.

b) Given that on a day he arrives late, what is the probability that it is a rainy day.

34. Bonferrom’s Inequality. Given n(>l) events An A^,... A, show'that
» a *E ~E ? u ’ (4) py)

IK KJ IK

35. Show that for any n events Aj/l^,..., A,

i) r (fl i - £ rd)
1-1 r-1

ii) P (A A) > "(n-i)
i-i i-i

36. If A and B are mutually exclusive and P(AUB) * 0, then prove that

P^AJAUB) =—----
W) +P(S)

37. If 2n boys are divided into two equal groups, find the probability that the two tallest
boys will be a) in different subgroups, and b) in the same subgroup.

38. A small boy is playing with a set of 10 coloured cubes and 3 empty boxes. If he puts
the 10 cubes into the 3 boxes at random, what is the probability' that he puts 3 
cubes in one box, 3 in another box, and 4 in the third box ?

39. The sample space consists of the integers from 1 to 2n, which are assigned
probabilities to their logarithms. A) Find the probabilities, b) Show that the 
conditional probability' of the integer 2, given that an even integer occurs i3

kg 2
rtlogl + k>g nl
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40 a) Each of n boxes contains four white and six black balls, while another box contains

five white and five black balls. A box is chosen at random from the (n+1) boxes, and 
two balls arc drawn from it, both being black. The probability that five white and three 
block balls remain in the chosen box is 1/7. Find n.

40b). A point is selected at random inside a circle. Find the probability p that the point is 
closer to tire centre of the circle than to its circumference.

41. What is the probability that two numbers chosen at random will be prime to each
other?

42. In throwing n dice at a time, what is the probability of having each of the points
1333,5,6 appears at least once ?

43. A bag contains 50 tickets numbered 1,2,3,..., 50 of which five are drawn at random
and arranged in ascending order of magnitude (x j< x2 < x 3 < x < < x«), what is the 
probability that x3 = 30 ?

44. Of the three independent events, the probability that the first only to happen is ’/<, the
probability that the second only to happen is 1/8 and the third only to happen is 
1/12. Obtain the unconditional probabilities of the three events.

45. What is the least number of persons required if the probability exceeds *6 that two or
more of them have the same birthday (year of birth need not match) ?

46. If m things are distributed among ‘a’ men and ‘b’ women, then show that the chance
that the number of things received by men is

Jl (b + <?)» - (b 

2 (b + a)-

47. A pair of dice is rolled until either 5 or a 7 appears. Find the probability that a 5
occurs first.

48. In a certain standard tests I and n, it has been found that 5% and 10% respectively of
10* grade students earn grade A. Comment on the statement that the probability
is _3_ _L2_ = _L_ that a 10* grade student chosen at random will earn

loo too 200

grade A on both tests.

49. A bag contains three coins, one of which is coined with two heads while the other two
coins are fair. A coin is chosen at random from the bag and tossed four times in 
succession. If head turns up each time, what is the probability that this is the tw o 
headed coin ?



50. A man stands in a certain position (which we may call the origin) and tosses a fan
coin. If a head appears he moves one unit of length to the left If n tail appears, 
he moves one unit to the right After 10 tosses of the coin, what are his possib. 
positions and what are the probabilities ?

51. There are 12 compartments in a train going from Madras to Bangalore. Five friends
travel by the train for some reasons could not meet each other at Madras static-., 
before getting aboard. What is the probability that the five friends will be 
different compartments ?

52. The numbers 1,2,3,4,5 are written on five cards. 'Three cards arc drawn in succession
and at random from the deck, the resulting digits are written from left to righu. 
What is the probability that tlie resulting three digits number will be even ?

53. Suppose n dice are thrown at a time. What is the probability of getting a sum ‘S’ of
points on the dice ?

54. A certain mathematician always carries tw'o match boxes, each time he wants a match
stick he selects a box at random. Inevitably, a moment comes when he finds a box 
empty . Find the probability that lire movement the first box is empty, the second 
contains exactly r match sticks (assume that each box contain N match-stick., 
initially).

55. There are 3 cards identical in size. The first card is red both sides, the second one is
black both sides and the third one red one side and black other side. The cards arc 
mixed up and placed flat on a table. One is picked at random and its uppe. 
(visible) side was red. What is the probability that the other side is black •?

56. N different objects 1,2,...., n are distributed at random in n places marked 1,2,...n.
Find the probability that none of the objects occupies the place corresponding tc 
its number.
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Answers :

1. 16

2. A) 273 b) 5 6 c) 3/4, 3/4

3. 1/3

4. 1/3

5. 1/10

6. 2/3

7. 2/5

8. a) h b) 3 4

9. 43/216

10. a) 1/3 b) 1/3

11. 1/5

12. 2/55

13. 1 - 71/8 = 0.6073

14. 23

15. 7
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16.

17.

18.

20.

21.

23.

24.

25.

26.

27.

28.

31.

32.

33.

37.

38.

39.

40.

41.

42.

7/55

y2

4 (51-n) (50~rC (49~n) 
5251.50.49

91
158144

2

n~i

13/24

Red = 6, Blue = 3

1/n, 1/n Il - A ii
k "J

3/4

7/15

(0.4)’ (0.6)’

30/61

a) 0.5 b) 41/131

a) " b) " "1
2n ~ 1 4n -2

3 10!
31 3! 4! 310

a) K log 2i

a) 4 b) 1/4 

__6_

1 ~n 6

2 (6Q2
121

b) (log 2i ) (n log 2 + log n!)
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43

44. ’/2, 1/3, 1/4

45. 23

47. 2/5

49. 8/9

50.

Diiin
ace
fi otn 
origin

-10 -8 -6 -4 -2 0 2 4 6 co 10

Prob (r (w (W rnr (?) (if f 10l f 0*t J 1 1 j) (?)ur / io) ( h"
I • M 0 (“1 fi'T v * J \a J Hr

51. 55/144

52. 1/5
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RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

In the earlier pages, the idea of a function, subject to certain postulates, which 
assigned w eights called probabilities, to the points of the sample space, was introduced. We 
then had a probability function which allowed us to compute probabilities for events. Now 
we deal with the concept of Random Variable.

Random Variable :

Scientific theories on models are our way of depicting and explaining how’ observations 
come about Such theories are simplified statements containing essential features and make 
for easier comprehension and communication. In statistics, we use a mathematical approach 
since quantify- our observations. Random variable is the result of such mathematical 
approach dealing with the probabilities assigning to different events of a random experiment. 
The set of possible outcomes for a random experiment can be described with the help of a 
real-valued variable by assigning a single value of this variable to each outcome. For a two 
coin tossing experiment, the outcomes are two tails, a tail and a head, a head and 3 tail, or two 
heads. The sample space can be represented as (TT, TH, HT, HH). Here we express the 
outcomes by using the number of heads and so assigning the values (0,1,1,2) respectively to 
those outcomes. Therefore, the outcomes of this experiment can be denoted by the different 
values of the real-valued variable viz. 0,1,2.

Any function or association that assigns a unique, real value to each sample 
point is called a chance or random v ariable. The assigned values are the values of the 
random variable.

Random variables are symbolised by capital letters, most often X, and their values by 
lower case letters. The outcome of a random experiment determines a point Le., the sample 
space, called the domain of the random variable, and the function trans form each sample point 
to one of a set of real numbers. This set of real numbers is called the range of the random 
variable. If the sample space is discrete, then the outcomes will be denoted by certain discrete 
values. The random variable associated with a discrete sample space is known as discrete 
random variable. Similarly, the random variable associated with continous sample space is 
known as continuous random variable.

Probability Function :

The association of probabilities with the various values of a discrete random 
variable is done by reference to the probabilities in the sample space and through a 
system of relationships or a function is called a probability set function or, simply, a 
probability’ function.
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Let the discrete random variable X assume tlie values x > x?... xn Then the system of 
relations can be written as

P(X = Xi)=R

This is read as ‘the probability that the random variable X takes the value of x,is p,’. 
The set of ordered pairs (x^ p^ constitutes a probability function with numerical values to be 
provided for the \ and p,’s such that p, k 0 for all i and P p,= 1.

i

A discrete probability function is a set of ordered pairs of values of a random 
variable and the corresponding probabilities.

For a two coin experiment, X takes the values 0,1,2 with the probabilities 16,14 
respectively.

Sometimes probability function can be represented by a graph or a mathematical function. 
In case of above example, die X values and the corresponding probabilities can be represented 
with the help of the following graph.

-

•

_____________ __________ _________________________ V

Suppose X assume the values 1 and 0 with the probabilities p and 1-p respectively. 
This information can be given with the help of the following function p(x) defined by

p(x)=Px(i-Pr,x=o,i.

This type of function which gives the probabilities of the different values assumed by a 
random variable is known as probability mass function or simply probability function. 
Therefore, a function p(x) is said to be a probability function of random variable or a 
distribution if

i) p(x) k 0 for all x.

E P&) =1
X

where p(x) denotes the probability of the events that the random variable X assumes the value 
x.
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Distribution Function :

The law of probability distribution of a random variable is the rule used to find the 
probability of the event related to a random variables. For instance, the probability that the 
variable assumes a certain value or fails in a certain interval. The general form of the 
distribution law is distribution function, which is the probability that a random variable X 
assumes a value smaller than a given x i.e. F(x) =P(X <. x).

The distribution function F(x) for any random variable possesses the following properties :

i) F ( - « ) = 0

ii) F (+ « ) = 1

iii) F(x) does not decrease with an increase in x.

In the case of discrete random variable

=£
in

Where xb x^...., xk... are the values of the random variable. The graph of F(x) in 
discrete random variable case is generally as shown below :

a

X
It is seen from the above figure that the graph of F(x) is a ‘step function’ having jump 

p(xj at x = Xj and is constant between each pair of values of x. It can also be proved that

/•(x; -Ftx,^) = p(x)
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Therefore, distribution function con also be used to indicate the distribution of the random 
variable instead of probability fraction.

Example :

A student is to match three historical events (Mahatma Gandhi's birth year, India’s freedom, 
and first Word War) with three years (1947, 1914, 1869). If he guesses, with no knowledge 
of the correct answers, what is the probability distribution of the number of answers he gets 
correctly ?

Solution : Here the number of correct answers is the random variable, say X. Therefore, X 
assumes the values 0,1,2,3 because there are three events to match with only three years. 
Suppose tire events are EjTH E3 and the coiresponding correct years are Yb Y3. Student 
gets the correct answers when he/she matches E, to Y„ E> to Y2 and E3 to Y3.

All matchings arc wrong only when hc/shc matches E, to Y2 E2to Y> E3 to Y j or E , 
to Y3, E, to If, to Y2. But the total possible matchings are 6. Therefore, the probability 
of all matchings to go wrong is 2/6 =1/3. That is, the probability that X to take the value ‘O’ 
is 1/3.

Similarly X assumes tire value ‘ 1 ’ with probability 3/6 (= *6) the value ‘2’ with 0 probability 
and the value ‘3’ with 1/6 probability.

So the probability distribution of the correct answers in the given matching is

No of correct answers (x) 0 2 3

Probability 1/3 Vi 0 1/6

Example : Suppose a number is selected at random from the integers 10 through 30. Let X 
be the number of its divisors. Construct the probability function of X. What is the probability 
that there will be 4 or more divisors ?

Solution : X is the number of divisors of randomly selected number from the integers 10 
through 30. Therefore, X is a random variable. The possible values tht X assumes are :

1, 3,4, 5,6 depending upon the selected number. For example, if the selected number is 
either 112,3,5,7,11,13,17,19 then X takes the value 2. Similarly when the selected number 
is 4.6,8,10,14,15 X takes 4. Therefore, the different values of X and the number of their 
appearances we get the following :
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X values 1 2 3 4 5 6

No of
appearances out 
of 20

1 g 3 4 1 3

Now the required probability distribution is

X 1 2 3 4 5 6

p(x) 1/20 8'20 3/20 4/20 1/20 3/20

The probability of X to take 4 or more 

= P (x = 4 or 5 or 6) = P (x = 4) + P (x + 5) + P (x = 6)

= _L+J_+_L=±=1
20 20 20 20 5

Mean, Variance, Standard Deviation of the Random Variable. 

Let X be a random vanable with probability function as follows :

X *1 *2 .. ..

p(x) pOO P0O .. .. .. P(xJ

The mean of X is defined as

x, p(x,) + x2 Xx2) +... + rB (nM)

. or
E x, X*,)
i-i

This is also known as mean of the distribution and generally denoted by p.

The variance of X is defined as 

2-

E x,3 p(x) -Ex,
i-i i-i
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£ - g3

where u is the mean of X.

The variance is generally denoted by cr2.

The standard deviation is the positive square root of variance and is denoted by o.

Example : A single 6-sided die is tossed. Find the mean and variance of the number of 
points on the top face.

Solution : Let X represcnVthe number of points on the top face. The probability' function 
of X is

X 1 2 3 4 5 6

p(x) 1 1 l 1
6 6 6 6 6 6

The mean, p is given by

■
£ X, ) = *, />(*, ) )- +», X*. )
11

Hire a =l.-+2.~+3.i.4.i+5.i+6.i 
6 6 6 6 6 6

= -(1 + 2 + 3 + 4+5 + 6)

= 1 6x7 = 2 
6 2 2

Variance, o* is given by
1

J2 x,3 Xx,) ” f3 where p is mean.

Here

£ x|l" p(x, ) = l2*. 2 + 2^-1 + 3K2 + i + 5\ 2 + 6^ 2
r-l 6 6 6 6 6 6
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= I [l- + 2^+31-+42--»-5>- + 61-]

£ 6x7 (2x6x1) _ 91
6 6 6

• 91Variance j o2 = —
6

- 21 - 12 = 21
6 4 12

2(••• p

Exercises :

1. One cube with faces numbers 1,2,3,4,5 and 6 is tossed twice, and the recorded 
outcome consists of the ordered pair of numbers on the hidden faces at the first 
and second tosses.

a) Let the random variable X takes on the value 0 if the sum of the numbers in 
the ordered pair is even and 1 if odd. What is the probability function for 
this random variable ?

b) I et the random variable X takes on the value 2 if both numbers in the ordered
pair are even, 1 if exactly one is even, and 0 if neither is even What is the 
probability distribution of this random variable ?

c) Let the random variable X be the number of divisors in the sum of the two
faces. What is the probability function of X ?

2. Of six balls in a bag, two are known to be black. The balls are drawn one at a time 
from the bag and observed until both black balls are drawn. If X is the 
number of trials (draws) required to get the two black balls. Obtain the 
probability distribution of X.

3. Suppose that the random variable X has possible values 1,2,3,...and P(x - j) - 
j = 1,2,...

i) compute P(x is even), ii) compute P(x is divisible by 3).

4. The probability mass function of a random variable X is zero except at the points x= 
0,1^,. At these points has the values p(0) = 3c3 4, p(l) = 4c - 10 <r and p(2) = 
5c -1 for some c > 0.
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i) Determine the value of c.

ii) Compute P(l< X s 2).

iii) Describe the distribution function and draw its graph.

iv) Find the largest x such that F(x) < ‘/k

5. Let X denote the profits that a man makes in business. He may earn Rs.3000 with 
probability 0.5, rie may lose Rs.5000 with probability 0.3 and he may neither earn 
nor lose with probability 0.2. Calculate his average profits.

6. A man wins a rupee for head and loses a rupee for tail w hen a coin is tossed. 
Suppose that he tosses once and quits if he wins but tries once more if he loses on 
the first toss. What are his expected winnings ?

7. Three boxes contain respectively 3 red and 2 black balls, 5 red and 6 black bails 
and 2 red and 4 black balls. One ball is drawn from each box. Find the average 
number of black balls drawn.

8. If the random variable, X takes the values 132,....n respectively with probabilities
—. —..... — find Lhe mean and variance of X
n n n

Answers :

1. a) X Eioh

0 *6

1 !6

b) X Prob

0 !4

. 1 '/,

2 »/<
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c) X Er22

2.

3.

4.

5.

6.

7.

2 15/36

3 12/36

4 8/36

6 1/36

X Eiob

2 1/15

3 2/15

4 3/15

5 4/15

6 5/15

i) 1/3 ii) 1/7

i) 1/3 ii) 2/3 iii) 1

0

0

266
165

8. Mean = Variance = ——-
2 12
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DISCRETE DISTRIBUTIONS

In the previous pages, we discussed about ‘random variable’, ‘probability function’, etc. Here 
we discuss some theoretical discrete distributions in which variables are distributed according 
to some definite law which can be expressed mathematically.

Bernoulli Distribution : Suppose you want to stud}' the probability of different events 
corresponding to tossing of a single coin experiment The two possible events are getting a 
liead or getting a tad. Define a random variable x assuming the values 1 and 0 corresponding 
to these two events viz. Head and tail respectively. If the probability' of getting a head in 
tossing that coin is ‘p’ then the probability that die random variable to take ‘1’ is p and the 
probability that the random variable to take ‘0’ is l-p. Therefore, the distribution of the 
random variable X becomes

X
1 p
0 l-p

Any’ experiment where there ire only two possible outcomes viz. Success and failure is called 
as Bernoulli expeiiment A single trial of a Bernoulli experiment is known as Bernoulli trial

Corresponding to any Bernoulli experiment, it is possible to define a random variable 
X as given above.

A random variable X which takes two values 0 and 1, with probability’ q(«=l-p) 
and p respectively is called Bernoulli variate and is said to have a Bernoulli distribution.

Binomial Distribution :

Let a Bernoulli experiment be performed repeatedly’ and let the occurrence of an event 
in any trial be called a success and its non-occurrence a failure. Consider a teries of n 
independent Bernoulli trials (n being finite), in which the probability' ‘p’ of success in any trial 
is constant for each trial. Then q = l-p is the probability of failure inany trial. Let the 
random variable X be the number of successes in these trials.

The probability of x successes and consequently (n-x) failures in n independent trials, 
in a specified order (say) SS FF SSS .... FSFF (wliere S represeaits success and F failure) is 
given by compound probability as given below :

P (SSFF, ... FSFF) = P(S) P(S) P(F) P(F) ....P(F) P(S) P(F) P(F)
“ p.p.qq....q p q q
= pp ....p qq ....q (x p’s and (n-x) q’s)
= Px q"
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But x successes in n trials can occiff in ways and the probability for each of these ways

is pT qT Hence the probability of x successes in n trials in any order whatsoever is given by

. The number ofp ?the addition of individual probabilities and is given by " 

successes in n trials will be cither 0 or 1 or 2 ... or n in any experiment 

p(x) = P(X = x)= f"

Is true for all x = 0,1,2,...n.

This function p(x) = n J p* x = 0, l,....,n is called the probability mass function of

p' q*

the Binomial distribution, for the obvious reason that the probabilities of 0,1,2,.. .n successes, 

viz. q \

(q + p?-

7*"1 p. r ) , p" Are the successive terms of the binomial expansion

A random vanable X is said to follow binomial distribution if its probability’ mass function is 
given by

=1) =x») = M p‘ ?,'",x = 0,l^,.... n; q = 1 -p.

The values n and p of this distribution are known as the parameters of the distribution.

Mean and Variance of Binomial Distribution

We know, mean of any discrete distribution 
= E r p<r>

r

where p(r) is the probability that the random variable X t< 
distribution x takes the values r = 0,1,2,...., n and pr = 
parameters of the binomial distribution.

take the value r. In case of binomial 
n pr q”~r where n and p arc the

.-.Mean = £, r n p- ,•

=e n!
Pr 1*

r^> rl (n-r)l

E ___
(r—1)1 (n-r)l
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=h p [ -Kn-i) Cj q'^ + p’^ ]

= «P teW1

= np ( v P + q = 1 )

Also wc know Variance = V r 2 p(r) V T p(r) 
r L r

= E ?(r) ~
r

In case of binomial distribution 

Variance =£ r2 J ") pr q'^ - (n p)2

pr q*^ ~ (p.p? (“ Mean - np)

r~> \ r

nl= E r2 -
r-o rl (n~r)l

“ E [ r (r-i) + r]
rl

ni o r „_vP <1 (n py

“ E rir-l) n- r ~*~r + y*
rl Cn-r)l r • , r m p' ~ (np?rl (n~r)l

nl
(r“2)! (fl-r)!

pr q’^ + np ~ (n p?

n!

rl (n“r)l
— p q - np provedabeve)

n(n-l) p2
,-i (r~2)I (n-r)l

_ r-3 »-3P Q + np - (n p)2

(••• E

P Q

(n-l)l

n(n~i) p2 J g""2 + + (n~2) C2 + ..p’-2 ] + np - (np)2

n(rt-l) p2 (g +p)"‘2 +np ~ (np?

n(n~l) p2 + np - (np)2

np [(n-1) P + 1 “ np]

n p [ np - p + 1 _ np]

np [ 1 - p ] = n p q
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So, Mean = np
Variance = npq
Standard Deviation — ^Variance — yK?q

Example : The mean and variance of binomial distribution with parameters n and p are 16 and 
8. Find i) P (x = 0 ) , ii) P ( x 2).
Solution : Wc know mean = np and variance = npq.

.-. np = 16 and npq = S
Solving for n and p we get n = 32 and p = Pi

Now p pr = 0) = I ” | =?"

— I n 
r

(Because p(x= r) = _ r „ »~r P ?

1?(x =0) =(!-?)• = 1 --

n^32, q=i^p-l~-) 
2

ii) P (x i 2) = 1-? (x < 2) =1 - [? (X=O) +P(x=tZ)] =1 -? (x=0) -P(x=L)

32But P(x = 0)=^Aj (As obtained above ) 

and p (x=i) = M g"-1 =32 fij fyl”"1

J2... r(x12)=1-|ij,,-32[il"=1-33(i 32

Example : A perfect cube is thrown a large number of items in sets of 8. The occurrence of 
a 2 or 4 is called a success. In what proportion of the sets would you expect 3 successes.

Solution : In this problem wc have to find the probability of getting 3 successes out of 8 trials. 
Tossing of a single cube is our trial. The probability of success, p is getting either 2 or 4. The 
number of cubes in the set is the number of trials. If we define x as the number of successes 
in 8 trials, then x is distributed as a binomial variate with parameters 8 and p where p is the 
probability of success.

The probability of getting either 2 or 4 in tossing of a perfect cube = 2/6 = 1/3. 
.-. p = 1/3

Hence P(x=r) = | I pr q

and P(x=3) =| | p3 (-.-x is a binomial variate)
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1-9
(•■• n = 8,p= 1/3, q = 1-p)

= 55x32 (I)‘

= 0.2731

The proportion of sets in which we expect 3 successes = 27.31 %.

Example :The probability of a man hitting a target is %.
i) Lf he fires 7 times, what is the probability of his hitting the target at least twice ?
ii) How many times must he tire so that the probability' of his hitting the target at least

once is greater than 2/3 ?

Solutions :

i) Consider ‘firing once’ as a Bernoulli trial. Firing 7 times is the Binomial experiment 
with 7 independent Bernoulli trials, lf X is the number of hits in 7 trials, then the required 
probability' of hitting the target at least twice = P (X 2).

We know,
P(X 2 2) = 1 - p (X < 2) 
= l-P(X = 0)-P(X = 1 )

andP(X = x)=H p* j’-* 

P(X = 0) = (3/4)7

where n = 7, p = 1/4, and q = 1 - p =3/4.

P(X=1) = -I I -I = 7

lhe required probability

- 4547 
47 £192

ii) p = !4, q = 3A

We want to find n such that PfX k 1) > 2/3 
Or l-P(X<l)>2/3 
Or 1-P (X = 0)>2/3

42



Or 1 - qn > 2/3 when q = %
— (3/4)“ < 1/3 
=>-n = 4.

POISSON DISTRIBUTION

There are many situations where we must count the number of individuals possessing a 
certain characteristic yet have difficulty in defining the basic experiment In turn, it becomes 
difficult to say what is the probability of the occurrence of a single event For example i) 
number of telephone calls received at a particular telephone exchange, ii) emission of 
radioactive particles, iii) number of printing mistakes in a book. In all these situations, it is easy 
to count the events, but what are the non events.

In situations like those mentioned above, we customarily resort to specifying a unit size or 
a time interval in which to observe the events etc. We find then that we are observing events 
that fluctuate around some mean value that might be defined in terms of some sort of 
underhing binomial parameters p and n as np, a product never separable into its component 
parts and simply give the mean value. Therefore, in such situations, we assume that for a short 
enough unit of time or space, the probability of an event occurring is proportional to the length 
of time or size of the space. Wc also assume that for non overlapping units, the results in one 
unit are of no value in predicting when or where another event will occur (independently). 
The above assumptions underlie the probability' function given by

p tr =X) = * ** , x = 0.143....
xl

where X is the average number of times an event occurs in a unit interval and is called the 
parameter ^faPoisson distribuuonjjoisson Distribution as a limiting case of Binomial 
Distribution.

The above mentioned Poisson distribution can be viewed as a limiting case of the binomial 
distribution under the following conditions.

i) n, the number of trials in the binomial experiment is infinitely large Lc. n
ii) p, the probability of success in each trial is indefinitely small, i.e. p - 0.
iii) np = A is finite so that p = — , q = i -

n n

We know , if X is a binomial variate with parameters . ru fo

?cr=k) =/W =H p' ?".x=o. 1. 2„«

where n - °° and p - 0.

Therefore, this probability
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r— xl (zj-x)I \ nJ \ n,

xl

- = x) = -------— . x = O,1X..-
xl

This function is known as the Probability function of the Poisson distribution and X is the 
parameter of the distribution.

Mean and Variance of the Poisson Distribution :

Mean = £ x fix)
1 "1

= x ------ — <“-P(x) 3------ — In case ofPoissou distribution)
» -i x,i xi
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e~ X*= £ 
1*6

( v the values of Poisson variate are 0,1,2,...)

£2
xl

+_
>

= X ( -

= X r"1 a1 
= X

Variance = £ < &) - £ a, Xxp
1*5 l-\

A X-o-4 p p.«a-c •

Exercises :
1. A random variable X has a binomial distribution with parameters n = 4 and p = 1/3
i) Describe the probability mass function and sketch its graph.
ii) Compute the probabilities P(1 < X s 2) and P (1 s X s 2).

2. In a binomial distribution consisting of 5 independent trials, probabilities of 1 and 2
successes are 0.4096 and 0.204S respectively. Find the parameter p of the 
distribution.

3. The probability of a man hitting a target is 1/3.
i) If he fires 5 times what is the probability of hitting the target at least twice ?
ii) How many times must he fire so mat the probability of hitting the target at least cnee

is more than 90% ?
The random variable X has a binomial distribution with n — 4, p ~ 0.5. 
bind { |X-2| k 1 }

Answers:

1. 8/27,56/81
2. 0.2
3. 1) 131/243 

ii) 6
4. 5/16
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LINEAR I RCGR.-MM1NG

Introduction :

Mathematical Prccramminq constitutes one of the most important 

problem areas of Operational Research (OR). It encompasses a wide 

variety of optimization problems. The basic problem of Mathematical 

Programming is to find the optimum (maximum or minimum) of a r.:r.- 

linear/linear function (called the objective function var i o u s 1 y 

known as cost functiongain, measure of efficiency, return function, 

performance index, utility measure, etc. depenaing on the context) in 

a domain determined by a given system of non-linear and linear 

inecualities and equalities (called constraints).

Linear Programming (LP) is a Mathematical Programming problem 

where the objective function anc the constraints are all (at least 

approximated) Linear functions of the unknown variables.

In practical terms, mathematical programming is concerned with 

the allocation of scarce resources - men, materials, machines and money 

(commonly known as the 4 M’s in QR) - for the manufacture cf one or more 

products so that the products meet certain specifications and some 

objective function (cost/profit) is minimized or maximized. Whenever 

the objective function is a linear function of the decision variables 

and the restrictions on the utilization or availability of resources 

are expressible as a system of linear equations or inequations, we 

have a Linear Programming Problem (LPT). For example, in the case of 

manufacturing a variety of products on a group of machines, the 

production problem is to determine the most efficient utilization of 

available machine capacities to meet the required demand. The
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programming problem is to allocate the available machine resources 

tc the various products so that the total production cost is 

minimum. Io solve this problem, we need to know the unit produc

tion cost \,cost for producing one item), unit production time, 

machine capacity and production requirements. This is anLPP (for 

more clarification see Section 3 on formulation of Linear 

Programming Problems for a similar example).

The standard technique of solving an LPP is by Simplex Method 

(aue to George, B.bantzig, 1947) which is quite complicated and is 

be/ond the scope of this unit. However, LPP1 s involving two 

variables can be solved graphically. Moreover, there are certain 

special types of LPP ' s such as transportation and assignment 

problems which aomit easier methods of solution. Recently, there 

have been some spectacular developments in the area of LP due to 

an Indian, Nsrendra Karmakar of Bell Telephone Labs, U.S.A, where 

he is able to reach the solution of an LPP considerably faster than 

simplex method.

In this unit, we confine our attention to formulation of 

LPP1s and their solution by graphical method.
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LINEAR IN Eli .-.TKN3 ziNb CONVEX SETS :

The restrictions on the utilization (demand) cr availability 

of resources in a linear programming problem (LPT) are expressed 

as a system of linear equations or linear inequations, and the set 

of feasible solutions of an LP1 is convex set. Though any LPP 

(in any number of variables) could be solved by the famous 

Simplex Algorithm, the LPP in two variables can be solved in an 

easier way by graphical method essentially identifying the inter

section of graphs of various linear inequations ana testing the 

objective function for maximum or minimum at the vertices of such 

a graph. The graph of a linear inequation is essentially a convex 

set. Thus the concept of Linear Inequations (and their graphs) and 

convex sets play an important role in the study and the solution 

of Linear Programming Problem (especially in the two variables case)

Linear Inequation :

Consider the relation 2x=4 in exactly one variable x on real 

number line. In this equation, the highest power of x is 1 and so 

it is a linear equation in one variable. The graph of the equation 

is the set of all those points on x axis (Heal line, R) satisfying 

the conaition 2x=4. Since there is exactly one point satisfying 

the condition namely x=2, the graph of the equation consists of 

just one point namely x=2 and it diviGes the x-axis into exactly 

two parts A and B, where a is the set of points on the axis

satisfying 2x <: 4 and B is the set of points on the axis satis-
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rymg 2x £ 4, 2x £ 4 and 2x z 4 are linear inequations in one 

variable and their graphs are respectively m ana B, which are 

two opposite rays with end point x = 2.

The following illustrates the graphs cf equation 2x=4 and 

inequations 2x 4 and 2x 4.

A : x 2 x = 2 B : x 2 2

4---- Q--------- 4------ 4------------ »------- »-------- >»---- (fb-----«-----c- ------*------ •----- J°’“>
-5” -4 -3 -2.-1 O 1 2. o 4- o 6

In general, ax= b, where a and b are real numbers, is a 

linear equation in one variable and its graph is just the point 

x = b/a on x-axis (real line). Also, the point x = b/a is common 

tc the rays ax < b and ax '#■ b.

Consider another relation 2x+3y = 6 in two variables. This

is a linear equation in two variables. The graph of the equation
2is the set of all the points (x ,y) in the cartesian plane (i.e. n 

cr xy-plane) which satisfy the equation 2x+3y = 6. (3,0) and (0,2)

are respectively the points of x-axis and y-axis satisfying 

2x-r3y = 6. Thus the graph of 2x+3y = 6 intersects the x-axis and 

y-axis respectively at (3,0) and (0,2). V»e know that the equation 

of the line passing through (3,0) and (0,2) is 2x+3y = 6. Thus, 

the graph of 2x+3y = 6 is essentially the straight line which 

intersects x-axis and y-axis respectively at (3,0) and (0,2).

Further, the graph of 2x+3y = 6 is the common edge of the two regions 

C and i- where C is the set of points satisfying the inequation 

2x+3y - 6 and D is the set of points satisfying the inequation 

2x-r3y v 6. C and w are called the graphs of 2x+3y < 6 and
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2x + 2y 6 respectively. More precisely, we observe that tie 

xy-plane has the following partitions.

1. The set of points satisfying 2x-3y < 6.

2. The set cf po ints satisfying 2x+3y = 6.

3. The set 0 f points satisfying 2x-r3y > 6.

Thus, if (x,y) is a point in the xy-plane, then it belongs to

e ither i) the graph cf 2x+3y < 6

or ii) the graph of 2x+3y = 6

or iii)the graph of 2x + 3y ? 6

This is the basic philosophy ir. identifying the graph cf an 

inequation. be illustrate the same as follows :

Suppose wo wish to identify the graph of the inequation 

2x+3y < 6. In the following figure, L represents the graph of 

the line 2x-i-3y = 6. The graph of 2x+3y < 6 could be either r. or 3 

(but not a portion of both). be have to mark which one cf them is
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r.ere e..~ u are mutually cis joint. Choose a point v.nicn 

decs not belcr.g tc L. (0,0) is one such point. The point (0,0) 

satisfies the inequation 2x+3y < 6. Hence a is the graph cf the 

i nequation.

AUL is the graph of the inequation 2x+3y < 6. Suppose we wish 

tc identify tr.e graph 2x+3y ? 6. Since (0,0) which is in A coes 

not satisfy tr.e inequation, A cannot be the graph of the inequation 

Therefore, 3 is tr.e graph of the inequation. Also B U L is the 

graph of the inequation 2x+3y> 6.

In general, tr.e graph of the linear equation ax+by = c (in 

two variables; is the set of points on the line intersecting x-axis 

at (.c/a, 0) anc y-axis at (0,c/b). Further, the graph divides the 

xy-plane into two parts c. and F, one of which is the graph of 

ax+by < c and the other is the graph of ax+by c. If a point in 

E (which is not on L) satisfies ax+by c.» then E is the graph of 

the inequation ax+by < c and F is the graph of the inequation 

ax-rby^ c . Otherwise, E is the graph of the inequation ax+by c 

and F is the graph of the inequation ax+by < c .

Consider the linear equation ax+by+cz = d in three variables.
3

The graph of this is a plane in the space R and is common to the
3

two parts A and B where a is a set of points (x,y,z) in R

satisfying ax+by+cz * d and B is the set of the points (x,y,z) 

satisfying ax+b.rcz > d. a and B ate called half planeso



In general, the araoh cf a.x. -r anx„ +....+ a x = b 
ii 22 n n

called r.yper plane in the space Rn (i.e. n-dinensional Euclidean

space) giving rise to two parts A and B where A is the set of points

( x > -<2 > • • • , x n) in R such that a x + a 2 *2 + • • • • + anxn an<^

3 is the set of points such that a.x, + a x + a x > h1 1 2 2 ann ' ’
A and B are callea Half spaces.

In what follows, we shall mainly confine our discussion to 

equations and inequations in two variables only.

Example: Iaentify the intersection of graphs of the following 

linear inequations : x + y ?> 1, y < b, x < 6,

7x t 9y < 63, x, y 0.

In the following figure, we have drawn arrow marks along the

line L1 representing x+y = 1 in such a way that the pointers of the

arrows lie in the graph (region) of x+y ,, 1. The same is repeat-d

for the rest of the inequations. ‘he intersection of the graphs of

these inequations is identified as that region which includes

pointers corresponding to all the lines » L2, Lg, L, , X and Y.

The region enclosed by the polygon aBCUEF is such a region and

hence it is the required graph satisfying all the six inequations

simultaneously. Note that the region S enclosed by CDF is not phe

required region as no pointer corresponding to lies -in it.

Note that the arrows corresponding to all the lines L1 , L2, Lg,
L , X and Y converge in the graph satisfying all the six inequations
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\'

(C”) Not Convex [d') NO I COM V P /
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The figure ^a) is distinctly different from the other three.

In the figure, the linear segment joining any two points is entirely 

within it, while the regions (b), (c) and (d) do not have the same 

property. For example, in (b) the line segment joining X and Y is 

not entirely in it, in (c) the line segment PC is not in it and 

in kd) the line segment joining ft ano S is not entirely in it.

Note that the dotted portion of the lines in (b), (c), (c) are not 

inside the regions. The figures like that of (a) are of special 

significance in the solution of LPP’s and they are said to be 

convex. Speaking more precisely, a set of points C in the xy-plane 

(or R in general) is called a convex set if the line segment 

joining any two of its points is entirely contained in C.

Examples cf Convex Sets :

i) xy-plane is a convex set.

ii) Circular region in xy-plane is convex but a circle is not 

convex. (by a circle, here we mean the set of points in 

xy-plane each of which is equidistant from a given point 

in the plane).

iii) Sphere, cube, cone, ellipsoid, paraboloid, etc. are convex 
sets in R^.

3
iv) Torus is not a convex set in R .

. 3
v) Hyperboloid is not a convex set in R .
vi) The graphs of the inequations ax+by £ c and ax+by > c are 

convex, i.e. half planes are convex.
vii) Half spaces in Rn are convex.
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Now sup; ose rv and ° are any two sets with a give 

intersection of a and 3 may or may not have the r 

it is parr of the both. For example, if and 

regions in xy-plane their intersection is not neo 

gular region in the xy-plane. Similarly, if A an 

in xy plane which are 1 not convex1, their inters 

have the same property, that is, it coulc be conv 

figures illustrate this.

n property P. The 

roperty P > though

are triangular 

ssarily a trian-

3 are t wo sets

otion need not 

x. The following

The Intersection A B is not a triangular r oion.

The Intersection a B is a convex set
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If a and B are convex, will the intersection of A and B also be 

convex ? We will verify whether this is true or false.

Let C be the intersection of A and 3. Let P and L be any two 

points in C. Let L be the line segment joining p and Q. Since a 

is convex, the points of L are contained in a. Since B is convex, 

the points of L are also contained in it. Thus the points of L are 

in both ano 3. That is, the line segment joining any two points 

p and L is entirely in J. This implies that is a convex set.

That is, the intersection of a and B is a convex set. We list the 

interesting result as

FaCT : The intersection of any number of convex sets is also convex 

Justification for this essentially follows from the above arguments, 

replacing sets A and B by any number of sets.

We now look for another way of defining convex sets which often 

helps in proving results concerning convex sets.

Vie know from coordinate geometry that (x,y) is a point on a 

line segment joining the points (x^y^ and (x2»y2) if ar-c only if 

x = (1-t) x1 + tx^ and y = (1-t) y1 + ty^, where 0^ t < 1. 

Justification for the statement follows by consiaering the similar 

triangles P^P and P]P2°2 ^eir implication viz.

1
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Let X = (x,y), X1 a (x^ y1 ) , X 2 = (x1_,y2), t] = 1-t, t2=t.

Using these symbols, the above statement can be restated- as follows 

X is a point on the line segment joining X. and X2 if anc only if

X = t X1 + t2X2 such that t1 + t2 = 1, t], to 0.
1

(Since X = (x,y) = ((1-t) x1 + tx2, (1-t) y1 + ty2)

= ((1-t)'x1, (1-t)yl) + (tx2, ty2) = (1-t) (x^y^ + t (x2> yj = 

(1-t) X1 + tX2). The point X so expressed is said to be a convex 

combination of the points X^ and X2 in xy-plane.

A convex combination of points X^ » X2,. . . , Xn in xy-plane

(or Rn in g eneral) is a point X = t^X1 + t2^2 +........... + tnXn

where t.’s are non-neyative real numbers and, t. + t_ + ...+ t = 1 

As seen alreaay, a point a = (x^,y^) belongs to the line segment 

joining X1 = (x^y-j) and X2 = (x2,y2) if and only if X is a convex 

combination of X^ and Thus a convex set can also be defined as

follows:
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a set C in xy-plane (or Kn) is a convex set if convex corona

tion of any two points in C is also in it.

In fact, for a given convex set u any convex combination or any 

number of points in C is also in C.

Not every point in u is a convex combination of some points in 

C. for example, consider the triangle aBC in xy-plane (The f:-lowing 

figure). There are no two distinct points in the triangle sum that 

the line segment joining them contains That is, A is not an

’intermediate* point of any line segment in the triangle. Though

is a point on the line segment AB, it is not an intermediate point 

but one of the extreme points. Thus, A is not a convex combination 

of any other two distinct points in the triangle. Similarly, the 

points and C have the same property. cut any other point in the 

triangle is an intermediate point of same line segment in C. .nat 

is any point in the triangle other than n, B and C is a convex 

combination of seme other two distinct points. The points A,B,C are 

extreme points in comparison with other points in the triangle.

A point X in a convex set is called an extreme point if X cannot 

be expressed as a convex combination of any other two distinct points 

in C. y

Note that in the above example, the vertices 

B and u are the only extreme points of the

triangle .
C

<-



Examples :

1. ;he enc points of a line segment are extreme points.
3

/ertices or corners or a cure in R are extreme points.

2. Every point of the boundary of a circular region is an extreme 
po int.

4. Ail the interior points of a circular region are not extreme 
points •

5. ho point of a xy-plane is extreme in the plane.

6. -he extreme points of a polygonal region are its vertices.

7. Any point in xy-plane is an extreme point of the singleton 
set containing the point.

8. The point of intersection of two line segments is not an 
extreme point of the line segments.

The extreme points play a very significant role in the solution 

of a LPP. in fact, the objective function of a LIP attains its 

optimum at at least one of the extreme points cf its feasible

region which is always convex.

Exercises :
1. Lhich of the given points belong to the graph of the given

i)

inequations ?

X t y < 5 (0,0); (3,2)

ii) x - y / 6 (4,3); (11,4)

iii:) 3x+y < 2 (0,0); (0,4)

2. State whether the solution set of the following system of

linear inequations is a null set or not.

i) x f 0 and x £ 2

ii) x < 2 and x z 2

iii) y / 1 and y z -1

3. State true or false.

i) The line y = 1 Ox + 50 separates the xy-plane in two half planes.

ii) A half plane is the graph of the inequation.
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iii) The graph cf a linear inequation is a convex set.

iv) The union of two convex sets in xy-plane is also a convex

set in xy-plane.

v) i he intersection of two convex sets in xy-; lane is a convex

set in xy-plane.

vi) 2 • •If a and D are two sets in H which are not convex, tneir

intersection is also not convex in H .

vii) Vertices cf a cube are extreme points.

viii) If m is the number of linear inequations in two variables and 
if the intersection of their graphs is a polygonal region with 
n sides then m = n.

ix) If a point (x,y) in xy-plane is a convex combination of two 
points (r,s) and (p,q) in the plane, then it lies on the line 
joining the two points (p,q) and (r,s).

x) The converse cf the above statement is generally not valid.

xi) The intersection of two convex sets could possible be disjoint

union of two convex sets.

xii) Union of two convex sets is

xiii) Every point in a convex set 
other points in it.

4. Find two points in xy-plane

i) y = 5x, ii) y < 5x

conve x'.

is a convex combination of two

that satisfy each of the following

iii) y > 5x

5. Mark the region which represents the graph of following 
inequations.

a) x < 3 b) y > 3 c) 2x+ 4y 8

d) x + y -< 4

6. State whether the region representing the following is 
bounded or unbounded.

x >z 0 t y $ 0 and x+y < 8.
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7. Let /'LCD is a square in the first quacrant of xy-plare.

i) If x + y = 1 is the equation of the sice hB, fine the 
equations oi the sices, BC , CD and LA*

ii) «<rite the inequation- whose intersection is the inter icr 
of the square.

8. Let mBCDcF be a regular hexagon with length of eac.t of its sides 

equal to 1 unit. write the inequations whose intersection is 
the given hexagon.

9. prove or disprove :
v - • 2 2 ' 2

i) ii.e circle x +y^ = (a is a given real number) is a convex set

ii) Every point on the boundary of a circular region is an extreme 
po int.

ii) If G is the graph satisfying in linear inequations 
then G is a polygonal region having m sides.

iv) set consisting cf single element of n is a conv

imultanecusly

2x set m R .

1C. rind the linear constraints for which 
following figure is the solution set.

the shaaeo recion in the



56 .

FCKMCL.-JIlH CF LlNc„B fPLCGit-J.’J.'.IhG PROBLEMS

a large class of problems can be formulated as LP models. while 
formulating an LP model ir is v.orth-while to rem er.cer the following 
3-way rule suggested by Lantzig..
i) Identify the unknown activities to be cetermir.ee anc represent 

them by suitable algebraic symbols. Identify the inputs and outputs 
associated with each activity.

ii) Icent if y the re strict io ns (constraints) in the problem ana express 
(ar least approximate) them as linear algebraic equarions/ir.equatiens

iii) Identify the objective function and express ir as a linear function 
of the unknown variables.

Proper definitions of the variables (step (i) ) is a key step arri 
will largely facilitate the rest of the work.

Let us illustrate the formulation by a few examples.
Example : Suppose we are concerned with a problem encountered by a 
man who sells oranges and apples in a running train. He has only Rs.12O 

with him and he decided to buy atleast 5 kgs of earn item. One ka of 

apple costs f- .10 end 1 kg of orange costs Rs.5. He can carry to the 

train only a maximum load of 15 kgs which his bag would hold. He expects 

a profit of Rs.2 per kg from applies and Rs. 1 per kg from oranges. How 

much each of these two items should he buy (if he is wise enough) so 
as to get a maximum profit ?

Here, the ultimategoal or objective of the fruit seller is to get 
the maximum profit in nis business, i.e. he wants to maximise his profit. 
To achieve this, he cannot purchase the items at random. The problem is 
to find out in what combinations should he buy apples and oranges so 
that the profit is maximum. Let us try to find out the possible combi
nations. The man can buy a total of 15 kgs of apples and oranges.
Can he buy 15 kgs of oranges? Of course, not, because he has to buy at 
least 5 kgs of apples, i.e., he can buy a maximum cf 10 kgs of oranges.
Can he buy 15 kgs of apples ? He cannot because he should buy at.least 
5 kgs of oranges i.e. he can buy a maximum of 10 kgs of apples. ..e can 
purchase oranges from 5 kgs to 10 kgs and so also apples, can list
all the possible combinations of his purchase of apples and oranges <«nd 
calculate the profit in each case. See the table below.

cetermir.ee


Cs —

?' LACK.--.5 E 
Grange

(in kgs) COST PROFIT
Apple Grange

R s . b
Anple
Rs . 1 0

oral Grange 
Re . 1

Apple
Rs .2

i ot cl

b 1 0 2b. 00 100.00 *2b.00 r, ot possibl 6

6 9 30.00 90.00 *20.00 6.00 18.00 24.00
7 8 3b . 00 80.00 ’1b.00 7.00 16.00 23.0 0
8 7 40.00 70.00 *10.00 8.00 14.00 22. CO
9 6 4b .00 60.00 • . oo 9.00 12.00 21 .CO

1 0 b b 0.0 0 bO. 00 • 00.00 10.00 10.00 2 0. C 0

Look at the last column. The maximum prof it is Rs.24. He gets
this profit when r.e purchases 6 kgs of oranges and 9 kgs of apples.

This is the solution of the proolem which maximises or optimises 
the profit. So we call it an optimal solution of the problem.

Optimal solution = 9 kgs of e'tles and 6 kgs of oranges.
Optimum profit = Rs.24.

After investigating the next example, where we maximise the profit as 
in this example, we will be able to see if we can arrive at the optimal 

solution by trial and error methoc. Before that let us formulate the 
above example in Mathematical terms (see Uantzig’s 3-way rule).

i) Definition of variables

Let x be the number of kgs of oranges and y be the number of kgs of 
apples bought.

ii) Co ns t ra ints : Since one cannc*. buy negative number of oranges or 
apples it is clear that x 0 and y 0.

Since one kg of orange costs Rs.b, x kgs of orange will cost Rs.bx. 
Similarly, y kgs of apple costs fc.iOy. Therefore, the total cost will be 
bx + 10y. Since he has only Rs. 1 20 with him we have,

bx + 10y 120.

°ince he has aeciaed to buy atleasr b kgs of each item, 
x b, y >: b.

as he cannot carry more then 1b kgs 
x + y 6m 1b.
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: t i c r, :

refit cf ?.;• 2 per kg from apples ana He. 1
: total profit would be x-r2y which has to be 
;el is Maximise -2 = xt2y subject tc x ~ b, 

-y 1b; and x,y > 0. In this problem, the 

c; ns are not necessary in view cf the

iii) 1 he co iective f

Since he expects = : 
per kg from oranges, .tc: 
maximised. The L.F. tc : 

y cl 5, bx-1Oy 120. 
non-negativity restrict; 

constraints x,y - 5.

Example : company = e.
types and 2 band types, 
former type and Rs.2C fc 
process has a capacity c 
hours labour to assemble 
It is expected that a me 
a maximum of 8000 of let 
type should be producer

In this problem, tt 

i.e. profi c is to be max 
combination should he pr 
order to achieve this cr 
profit from the 3-banc r 
lity where all the raci; 
done since the maximum 
thousand. The other pcs 
hours needed to produce 
radios. In that case, m 
which should not exceed 
can the company produce 
In that case, we have tc 
i he man hours required f 
8x8000 = 64000. The tot 
type and 8000 2-band typ 
available. From the arc 
3-band radios can exter.c 
0 to 8000. To get a sol 
all the cases from 0 tc 
Therefore, we have to fi

.Is two differ-, nt types of radios - 3 band 
Company has a profit of Ft,.50 for each of thee 

r each of the second type. The production 
f 80,000 man hours in total. It takes 10 man 
2-band type and 8 man hours for 2-band type.

..ximum cf 6000 numbers of the former type and 
ter type can be sold out. How many of each 

so as to maximise the profit ?

.e company aims at getting the maximum profit, 
imised. The problem is to fine out in what 
educe 2-band radios and 3-banc radios in 
; active. We know that the company gets more 
trios. Naturally, we can think of a possibi- 
s produced are 3-band type. Tris could not be 
number of 3-band type radios should bo six 
sibility is to think of another way. The man 
a 2- banc radio is smaller compared to 3-band 
a should increase the number of 2-band radios, 
r-00. Naturally, a third question arises - 
Cv00, 3-band radios and 8000, 2-'oand radios.
take into consideration the man hours available 

cr producing 8000, 2-band radios is 
= - man hours required to produce 6000 3-band 
e is 124000 which is greater than the man hours 
*- discussion, we found that the number of 
.^om 0 to 6000 and that of 2-band radios f rom 

,.:on for this problem, we have to enumerate 
-v00 ana 0 to 8000, which evidently is laborious 

out an easier method to solve such problems.
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'he will now think of evolving an easy method to solve such 
problems. Before entering into the details cf tnis methcc, let us 
explain the problem mathematically. In other woros, let us try to 
write the LP formulation cf the problem.

In the aoove problem, wnat we are ^expected to find is the number 
of 3-band racios and 2-band radios to be produced so as to get the
maximum profit . Let us assume that t he number of 3-banc rau ics
produced is 1 x ' ano the number of 2--band radios produced is 'y1.

Number 0 f 3-band radios = x
Number of 2-band radios =

Cnee we know the number of each type of radios, we can calculate 
the total profit of the company. Profit from a 3-band radio is Rs.bO 
and the profit from a 2-band radio is Rs.30.

Total profit = bCx + 30y.

The objective of the company is to get the maximum profit i.e. 
bOx + 30y should be maximum. he call this the objective function cf the 

problem. Now the problem recuces to finaing the maximum values of 
bOx -v 30y. In other words, we have to maximise bOx x 3Gy.

hhat are the concitions to be satisfied ?
he know' that 'x' and *y * are the numbers of radios produced. So we can 
say that x and y cannot be negative. Mathematically, we put it as

x k 0 and y 0

x is the number of 3-band raaios. The maximum number of 3-band raaios 

produced is 6000„

i.e. x — 6000 
Similarly y bi 8000

The total man hours available is only 80000. Man hours required 
to produce one 3-band radio is 10. - 
Man hours required for x radios = 10 x X

= 10 X

In similar way, man hours needed for y, 2-band racios = 8y.
The total man hours should not exceed 80000 

i.e. 10x + 8y 80000
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Thus the restrictions or conditions to be satisfied are 
1 . x If 0
2. 7^0
3. x < 6000

4. y £= 8000
5. 1 Ox + 8y < 9C0C0

These conditions are generally called constraints of tre problem.

The first two viz. x 2" 0 and y ^0 are called non-neoat ivir / 
restrictions. Escn of these constraints is an inequation cf degree 1. 
hence, they are callee linear constraints.

The mathematical formulation of the problem is as follows :
Maximise bOx + 30y
subject to x - 0 

y > 0 
x 6000 
y < 8000

and 1 Ox + 8y 80000
Here the objective function as well as the constraints are all linear 
(f irst d egree).

A typical LP Model :

Suppose a company with two resources (labour ano material; wishes 
to produce two kinds of items a ana B.
Let t1, t2 units of time (hours or minutes) be respectively time required 
to produce ont unit cf and B, and mo be the amount of unit 
material (in Kg or pounas or any unit of weight) respectively required 
for one unit of and B, and Hs.p1 ano ris.p2 profit per unit of A and 
B. Suppose the oaily availability of manpower (labour) is T hours 
and the supply of raw material is restricted to M Kgs per day. The 
problem of the company is :

How many items cf kind m and how many items of kind & be produced 
everyday, so that the total profit is maximum ?
This kind of problem is generally known as Product-Mix problem.

The entire information of the problem can be stored in matrix
(tabular) form as follows :



I '
Kim s of Itemsl---------------------------- -

Resources - ; 1 Supply/availability

Labour (hours/unit) * „ *2 1 T

Material (Kgs/unit) m2 M
-- ------------ -------

Profit (Rs./unit) c -
L ‘ ' P2

In view of the 3-way rule suggested earlier we have 
Step 1 : Let x = Gaily production of kind

y = Daily production of kind B

Step 2 : Constraint corresponding to the first row : 
t,x + t2y i T

Constraint corresponding to second row : 
m.x + m2y M

Mon negativity conditions ; 

x y o

Step 3 :
The third row corresponds to the objective function and is given by 

z = P/ + P2y

Thus the mathematical formulation of the problem is :
(I) - Find numbers x , Y which will maximize 

Z = p,x + p2y

subject to the constraints 
tlX + t2y T

m<x + moy <

and x, y > 0

Note that in the mathern^atical formulation (I) above we deal only 
with numbers, equations, inequations and the given situation (that 
is company's problem) is no larger under consideration.
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The above ty> ical problem can be adopted ir. many real life 

situations and thus a teacher can find a problem of linear pro
gramming acccruinc to the nature of the students ^urban, rural, 
etc). For example, if the 'company1 is an industry like "Cr.KAY"
A coulc be taken as idly mix and 3 could be taken as Lose mix.
The relevant information concerning resources ano profit (ocssibly 
in terms of cost price and selling price) can be obtained in the form 
of a matrix. Such matrix will help in identification of the problem 
as well as in its mathematical formulation. If we consider a 
comfy in kitchen appliance,

h could be considered as a pressure cooker
3 could be considered as pressure pan.

If we want to have a fanner's problem, we can take A and 3 respectively 
to be areas of a given field for production of wheat and gram. The 
resource corresponding to material couia be fertilizer. Here we will 
have an extra constraint viz. x+y = a where'a'is the area of the 
given field. Note th-at there could be any number of resources (and 
hence constraints^ depending upon the situations.

Linear .programme;) Mathematical Model :

A mathematical model is a symbolic representation of a real 

situation. The process of mathematical modelling is depicted in the 

following figure.
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Ir. example 1, the real situation is 'selling of oranges and 

apples'. In example 2, the real problem (situation) is 'to evolve 

a selling pulley of two kinds cf radios' and in the product mix 
problem the real situation is 'productive scheduling1. In all these 
problems, mathematical formulation is mathematical mocel. The mathe
matical models in the aoove examples consist of objective function 
ano constraints which are expressed quantitatively or mathematically 
as functions cf decision variables 'Mathematical conclusion* ano 
'ileal conclusion' constitute the solution of a linear programming 
problem, which we would be dealing within the next section.

EXERCISES :
1. a company makes two kinds of leather belts A, B. Belt is of 
higher quality and belt B is of lower quality, the respective profits 

are Rs.4 and Rs.3 per belt. Each belt of type A requires twice as 
much time as a belt of type B, and, if ail belts were of type B, the 
company, could make 1000 per aay. The supply of leather is sufficient 
for only 800 belts per day (both and B combinea). Beit A requires

a fancy buckle and only 400 per day are available. There are only 700 
buckles a cay are available for belt B. Formulate this as a linear 
programming model.

2. Give an example of a real situation (other than chose mentioned 
in this lesson) whose mathematical model is a linear programming model

3. Give an example of a mathematical model which is not a linear 
programming model.

4. an Advertising company wishes to plan an advertising campaign in 

three different media - television, radio and magazines. The purpose 
of the advertising company is to reach as many potential customers as 
possible. Results of the market study are given below :



: 64 .

Televis ion Rad io Magazine
bay Time Prime i ime

Cost of an
advertising
unit

40,000
Es.

75,000
r. j •

30,000
Rs.

15,000

Number of poten
tial customers 
reached per 
unit.

400,000 900,000 500,000 200,000

N umber of wo men 
customers 
reached per 
unit

300,000 400,000 200,000 100,000

The company does no: v/ant to spend more than Es.800,000 on advertisinc.
It further requires that (i) atleast 2 million exposures take place 
among women, (ii) advertising on television be limited to 
Rs.500,000, (iii) atleast 3 advertising units be bought on day time 
television and two units curing prime time; and (iv) the number of 
advertising units on radio and magazine should each be betv.een 5 and 10

Find different types of advertising units which minimize the 
totai number of potential customers reached is maximum.
(Note: The problem involves fouraecision variables).

5. ..rite the constraints associated with the solution space shown in 
the following figure and identify all redundant constraints.
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SCLUTIuN CF LINE.-li PROGRAM!1NG IRCBLEM 3Y GRAPHIC -.L ETHCD :

Let us consider another exam.-le cf an optimisation jjscbiem
\.e can examine wh-.ther this is a linear programming problem by 
formulating a mathematical model of the problem. Vie can also try 
to find the solution cf the problem by graphical method.

Example 1 : A contractor has 30 men ano 40 women working unoer him.
He has contractec to move at least 700 bags of cement to a work site, 
bue to the peculiar nature of the work site he could employ at the 
maximum of bO workers ap a time. n man will carry 2b bags in a day 

ana a woman will carry 20 bags in a day. a man demands Po.4b a day 
ana a woman demands v».3b a day as their wages. In what ratio should 

the contractor employ men and women so that the cost of moving the 
cement to the work site is minimum ?

New the mathematical model of the problem is :
Minimize Z = 4bx -i- 3b y

subject to the conditions

x 0
y 0

x < 30
y < 40
and bx + 4y > 140

(x and y are respectively the number of men und women employed and 
z is the total wage for them).

The above problem is an optimisation problem. The objective 
function as well as the constraints are linear. Hence, it is a LPP .

The next step is to find a value for x and a vaiue for y such 
that 4bx + 3by is minimum subject to the conditions laia down in the 

problem.

he first draw-the graph of the inequations ana see how the 
graph will give the solution of the problem.
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The intersection of the graphs of the inequations is the 
region of the polygon ABCLLF, callee the feasible recion. Any 
point p (x,y) in the feasible region is a feasible solution of 
the LPP. The coorcinates of such a point will satisfy ail the 
inequations. Let us consider a point p(20, 20) in this region.
We can easily verify that it satisfies all inequations. So we can 
consider the x-coordinate of P as a value of x and y - coordinate of 
P as a value of y. i.e. x = 20 (x- cocrdinate of P) and y = 20 
(y - coordinate of P) is a feasible solution of the LPP* If we 
select another point sa> (10,40) in the region, x = 10 and y = 40 
is another feasible solution of the problem. We know that there are 
infinite number of points in the region A8CLEF. The coorainates of 
each point will give a feasible solution of the problem i.e.
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the number of feasible solutions are infinite. The problem is to 

deciue which one cf these is optimal. For this, v.e make use of 
the following key result.

THLChJ.l • If there exists an optimal solution to an LP?, the 
objective function of the LPP always attains its 
optimum (minimum or maximum) at at least one of the 
corners (extreme points) of the feasible region.

proof: he prove the valicity of the theorem for two variables
(coordinates) and in fact the same arguments can be extended to 

prove the theorem for any number of variables.

Let K be the set of feasible solutions of a linear programming 
problem. Let (x] , y^, (x2,y2),..., (xp,yn) be the extreme points
(corners), of the feasible region corresponding to K. Let 
Z (x,y) = C^x + Coy be the objective function of the linear 
programming problem.

Suppose for x = xq and y = y„ the objective function attains its 
min rm urn •

That is, Z (x , y)=Cxrt+Cy is the minimum value of the objective
function. Let m = Z (x , y ).'o’ 'o '

If (xo , y^ ) is one of the extreme points (corners) of the region

representing K, the theorem is true. Therefore, we assume that

(x , y ) is not an extreme point. Hence, by the definition of c o
extreme point, () can be.expressed as a convex combination of 
extreme points of K.

That is,

(Xc , yo ) = t (x, , X ) + UK’ X ) + ....+ t^( X^, yr ) (1 )
where t + t + .... t =1 and t, Q. i x >) 4.

This implies that
m = z (xo ’ >; ) = t, z (> y, ) + z (\, y_) 

Suppose Z (*r> yr) be minimum along
Z (x , y ) , . .. , z (x , y ) so thatT1 'I";
z (X. , y ) > Z (xr, yr) , 1 < i Z n

. + t z (x , y ) 
mm

(2)
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Mow (1) anc (2) together imply that

m t, z i>~, Yr) T z (xr, yr) + .... -r t^z (xp, yr) 

(Since t? s are non negative).

That is,

m >l(t -r t. -r

o r m > Z (x

t._ ) Z (x . >' )

y ) (-since t + t -+ . . .‘ r / 2.
By cefinitijn of minimum
m < Z (x,y) for every kx,y) in K and in 
m < Z (x

= 1) (3)

(4)

a x i c u 1 a r
>1)

(3) and (a) together imply that

m = Z (xr, yr) where (xp, yp) is an extreme point. Thus Z (the 
objective function) attains its minimum at an extreme point of 
the feasibility region.

Kemark :
Let for x - x and y = y\ z (x,y) (the objective function) 

attain its maximum. Then by aefiriition of maximum 
z1 > z(x,y) for every x,y in K (where z' = z (x1, .y1 ;

'-=? -z ' -z(x,y)

-z' is the minimum value of ~z(x,y)

That is, —z = min (-z (x,y) )
or - (max z(x,y) ) = min (-z (x,y) ) 

or max z lx,y) = -min (-z (x,y) )

Thus minimisation problem can be converted to maximization 
problems by consioerino negative of the objective function z(x,y).
And accordingly, the above theorem is true in the case of maximisa

tion problems also.

In view of the above theorem, it is sufficient to concentrate our 
attention only on the corner points of the polygon ABCLEF. Evaluating 
the objective function at each of the vertices of ABCLEF ano selecting 
the minimum of these values, we got the minimum value of the
objective function. The coordinates of the corresponaing vertices 

will constitute an optimal solution. The details are shown in the 

table given below :
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Corner .-oint Va - 'J e of the objective function Z = 45x - 35y

- (2b, C) 45x23 + 25x0 = 1260
3 (30,0) 45x30 + C W A J = 1250
C (30,20) 4 5 x j 0 + 25x20 = 2050
0 (10,40) 45x10 + 25x^0 = 1350
E (0,40) 45x0 -i- 35x40 = 1400
F (0,35) 45x0 -r 25x35 = 1225

Thus, it is clear that when the s;mractor employs 35 women a r. •0 no
men the cost of moving cement tc work-spot is minimum and the
minimum ccst is Rs.1225t Now lei us solve a maximisation problem 
by graphical method.

Example2; If a young man rides his motor cycle at 25 km per hour, he 
has to spend Rs.2 per km on petrel; if he rices at faster speed of 

40 km per hour, the cost increases io Rs.5 per km. He has Rs.ICQ 
to spjend on petrol. What is the maximum distance he can travel 
within one hour ?
Le t x = distance travellec 

of 2 km/hour.
by the young man in one day at the speed

and y = cistance travelieo 
of 40 km/hour.

by the young man in one d ay at the s peed

Let Z = X+Y

Objective Function ; Z = x+y (with the objective to maximize Z) 

Constraints:
i) money spent on petrol = 2x-r5y 4 100 (constraint due to money)

ii) total time of travel = —-r + 40 1 (constraint due to time)

or 8x 5y < 200

iii) non negativity conditions : x >, 0 , y ?? 0

We now oraw the graph corresponci.ng to the constraints.
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Corner point 
0 (0,0) 
a(0,20)

C (25,0)

Therefore, 30 = Max z = the 
travel in one day.

Value of z = x+y
0
20

30
25

maximum distance the young man can

The procedures that we follow in solving a LPP (in two 
variables) by graphical methoo is summarised below :
1 . Mark the feasible region. (This is the intersection of the

graphs of constraints).

2. Evaluate the objective function at each of the corner points 
of the feasible region and pick out the point which gives 
the minimum (maximum) value for the objective function as the 
case muy be.

Theorem holes true if there exists an optimal solution to 
a LPP. There may be cases where the objective function has no finite 
optimal value. For example,
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Maximise Z = x + 2y 
subject to x -r y y_ -j 
x > 0 , y < 0 

y c a

The shaoed region in the following figure is the feasible 
region of the problem. Note that the feasible region is not a 
polygonal region, but is unbounded.

In this case, moving farther away from the origin increases 
the value of the objective function Z = x + 2y and the maximum 
value of Z would tend to +-=><0 i.e., Z has no finite maximum, 
whenever a LPP has no finite optimal value (maximum or minimum), 
we say that it has an unbounded solution. Further, there could be 

a linear programming problem such that it has no feasible solution
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For example,
Maximise Z = 4x + 3y 
subject to x + y < 1 
2x + 3y > 6
x Z 0, y /, 0

The shaded regionSA and B in the following figure indicate 
the graphs of the inequation x+y < 1 anc the graph of the 
inequation 2x t 3y 6 respectively.

Obviously, the intersection of h and B is empty. Hence the 
LPP has no feasible solution.

The following LPP has or does not have a feasible solution 
depending upon the value of L.

Maximise Z = x
subject to x+y < L
-x + y < -1
x 0 , y < 0
If L = 1, the feasible region of the problem consists of just
one point (1,0) (See figure shown below).



’.-.hen L=1 , feasible region consists o 
one po i n t c n 1 y .

if L - y2, the feasible region is empty since there are no points 
satisfying the non-negativity restrictions.



In fact, for all values of L < 1 the feasible region corresponding 
to the given constraints is empty.

The above fact can also be verifiec analytically. For L < 1, 
suppose there exists a point (x. , y^ ) satisfying the constraints 
of the problem.
That is x. - y^ < 1, since L is strictly less than 1
-x1 + < -1

and x. >: 0, y 0

The first twc inequalities imply (by adaing them), that
2Yl < 0.

In other worcs, 0 which contradicts the fact that

y, e o-

Thus we conduce that there is no point (x,y) which satisfies 
I he given constraints whenever L < 1.
If L = 2, the feasible region is the shaded region ABC of tr.e 

figure which is non empty.
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Freer. the foregoing c 

region is non-empty
uss ion, - s clear chat the feasible
all vaiues of l > 1

of
if L - 1 , it consists of i i • c t „ „J^sLoneooin

ir.finitely many points.

„e can verify this analytically aicQ 

x - Y < L 
-x - y < -1

x i C, y > 0

If L >1 it consists

Given constraints are

i'irst two inequalities .(by adding them) imply that
2y < L-1 or L-1 > 2y

This implies that
L-1 0, (since y > 0)

In other words, L > 1

Ir L -zi 1 , choose non negative numbers x« and y^ such that 
2x] = L + 1

and 2y1 = L - 1

(This is possible since L-1 Z 0)
These equations imply that

2x^ t 2y1 = 2L and -2x1 + 2y] = -2

That is, x.J + y= L ana -x^ + y. = -1 obviously, such and y 
satisfy the given constraints.

Thus we conduce that there exist numcers x=x^ and y=y^ 
satisfying the given constraints if ana only if L > 1. 

lhat is the yiven L.P.P. has a feasible solution if and only if L 1

We now solve the given L.P.P.

Ir L 1 , then the given problem has no feasible solution. 
Therefore, let L 1.

If L = 1 , the feasible solution has just one point (1,0) and 
so the maximum value cf L is 1. The feasible region for any value 
of L > 1 will look like the shaded region Aec of the following 
f igure.



. 76 •

•y f For any value L 
ncn empty.

1, feasible region is

The coorainates of a are obtained by solving x+y = L and -x+y = -1

Now,
the value of Z at A =

The value of Z at B = 1
The value of Z at C = L
Since L > 1 , L+1 >2 and so — 1

Also, since L 1 , 2L L+1 and so L 

Thus, we have

Therefore, max { 1, L } = L

Thct is maximum value of Z is L, and Z attains the maximum at C.
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If the problem is t: minimize Z=x with the same constraints, 
minimum value of Z is ' and it is attained at 6.

Exercises :

1. Choose the most appropriate answer.

i; The set of feasible solutions cf a linear programming problem is

a) convex b) net a convex set c) convex or concave
b) bounced anc convex

ii) The minimum number cc inequations neeaed tc fine a feasible 
region in a linear programming problem is

a) 1 , b) 2, cj 3 , d) 4

iii) The maximum value cf the objective function cf a linear 
programming problem always occurs

a) exactly at one vertex of the feasibility region.

b) everywhere in the feasibility region.
c) ,at all the vertices of the feasibility region.

d) at some vertices cf the feasibility legion.

iv) The feasible region cf a linear programming problem intersects
a) first quaorant b) second quadrant
c) third quadrant d) fourth quadrant

v) a factory has an auto lathe which when used to produce screws 
ot larger size proc-ces 400 items per week ana when used to 
produce screws of smaller size produces 300 items per week.
Supply of rods usee in making these screws limits the total 
production of both types/.veek to 330 items in all. The 
factory makes a profit cf 25 paise per large screw and 10 
paise per small screw. How much of each type should be 
produced to get a maximum profit ? (Ans. 80,300)

vi) Using graphical method 
maximise Z = 3x + 4v . 

subject to 4x + 2y < £0
2x + 5y 180 
x £ 0 , y > 0,

(Ans: x = 2.5; y = 35;maximum value = 147.5)
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v ii)

viii)

ix)

x)

Using graphical method
minimise Z = -x + 2y
subjecz to x -r 2y 2 

3x T y g- 3 

4x + 3y 6 
x >:. 0, y 0

(Ans: x = .6, y = 1.2, minimum value = 4.8)

Consider the following problem :
Maximize Z = ox^ - 2xc

subject to x^-x^^r 1; 3x^X2 4 6; x1 , xo 0.

Show graphically that at the optimal solution the variables 
x^,xs can be increased indefinitely, while the value of the 
objective function remains constant.

Consider the following LPP :
Maximize Z = 4x + 4y

subject to 2x + 7y 21; 7x + 2y 49; x,y 0.

Find the optimal solution (x,y) graphically. What are the 
ranges of variation of the coefficients of the objective 
function that will keep (x , y ) optimal ?

Consider the following problem.

Maximize Z = 3x + 2y subject to 2x + y 4 2, 3x + 4y ^.12, 
x, y 0.

Show graphically that the problem has no feasible extreme 
points. VJhat can one conclude concerning the solution of 
the problem ?

Prove cr disprove :
a) For some LPP, the set of feasible solutions is a disjoint 

union of convex sots,
b) The set of feasible solutions of every LPP is non empty.

c) Lverv L.P.P. is a mathematical model.

xi)



: 79 .

LP is
relates tc decision making. It 
major categories - military act 
and zero sum. two-persen games, 
snirtec tc the industrial area.
applications cf L .*• .

powerful and widely applied teed que to solve prodie
was employed formally ir. three 
ications, inter ir.oustry economics 
But, now the emphasis has been

1 he following are a few of the

Ac r i c u 11 u r a 1 a p•rications :
Farm, economics ano harm management - the first is related to t 
economy cf a region whereas the seconci is relates to ir.civiau 
f arm..

Industrial applications :
a) Chemical Industry - Proauction ana inv e n t o r y control —

chemical equilibriu
b) Coal industry
c) airline operations

m prccrem.

d) Communication industry - optical design and utilisation
communication

e) Iron ano steel industry
network

f) Paper industry - for optimum newsprint
g) Petroleum industry
h) nail road incustry

r~ r-i , • 4- 4 z* r*-»■ V C U — .

2 . Economic analysis - Capital budgeting
4 . Military - 'weapon Selection ano Target ana lysis
5 . Personal assignment
6 . proauction scheduling - inventory control and planning cost

controlled production
7. Structural designs
S. Traffic analysis
9. Transportation problem and network theory
10. Travelling salesman problem
11. Logical cesign cf electrical network
12. Lfficiency in the operations of a system of Lams
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NL,’.'.'.£ 2 13L t'.'.E l HCUS :

Introduction :
Numerical k.etrocs are the methods cr procedures chat explains 

how to find approximate solution of problems from a given numerical 
aata. Tnese procedures use only basic arithmetic operations like 
addition , subtraction, multiplication, division and exponentiation 

and cereain other logical operations such as algebraic comparisons 

unlike other methods where we use complicated techniques like 

differentiation and integration. This is because the procedures are 

so designed for the execution on a modern high speed dicital 
computer.

The numerical data used in solving the problems of every day 
life are usually not exact, anc the numbers expressing such cata 
are therefore not exact. Not only the data, somecirr.es the methods 
and processes by which the desired result is to be found are also 
approximate. The numerical data is net exact because of one or many 
of the following reasons.

1. The imperfections in the instrument such as faulty graduation 
marks, warping of a wooden yardstick due to moisture, precision of 
the instrument.

2. Personal errors 
of knowledge of the

arising due to personal bias or judgement; 
use of instruments.

lack

3. Theoretical errors arising cue to the use of the instruments 
other than those for which the instrument is designed or calibrated
4. accidental errors over which the observer has no control.

So ail numerical calculations are approximate and so we 
study what are approximate numbers.

1.2 Approximate Numbers ;
Approximate numbers will arise from measurement, from estimates, 

from rounding exact numbers or from computations with exact numbers. 
The rational numbers b/6 and 0.83 4 are both exact but the natural

5 - •numbers .83 is an approximate number for -r • 1 he irrational number
J 10 is an exact number, but the rational number 3*16 is an approxi

mation of the irrational number yZ 1 0.

somecirr.es
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Since approxima 
number, we naturally 
The approximation is

Significant figures

e number implies th- existence 

v.isn tc know how "good" or how
This we reac in the next two

oi an exact 
"close" . 

sections.

'its 1,2,3 , ,9 ano 0
is used to fix the decimal

A significant figure is any one of the c 
is a significant figure except when i 

point or to fill the places of unknown or cis carded digits.

it can be split it into the following ways :
1. m!1 non zero figures are always significant wherever used.
2. Zeros cccurinc. between non-zero figures are always significant.
3. Terminal zeros following the decimal point arc- always significant
4. In a number less than 1, zeros immediately following the decimal 

point are not significant.

Ex: 43.3 all are significant figures.
46.0b -all are significant figures. 
.002-two is the only significant figure. 

0.20-two ana zero are significant figures.

Roundino off numbers :

To round off a number to n significant figures ciscard all 

cigits to the right of the nth place.

If the digit in the (n+1) th place is less than b leave the nth 

digit unchanged. If the digit in (n+1) th place is greater than b 
add 1 tc the nth eigit. If the digit in the n+1 th place is equal to 
b leave the nth digit unaltered if it is an even number, but increase 

it by 1 if it is an odd number.

follow the aoove rule, to reduce the errors to a minimum.

Nos.
6b.634 

6b.636 1 8 
6b.63b01 
6b.6SbO1

Bounced to 4 significant figures 
6bv63 
6b. 64 
6b .64 
6b .68
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l he solution of Numerical Alqebraic Equations

Inrroc

Iona time. e have a •.-.ell defined formal,

r aic equa t i o n is one

-tin G to many since a

t o fine the roots cf

not have def inite for-

mula that helps to solve any equation. hell; though there is a 

method to solve a cubic equation, it is not that simple. There are 
methods to solve when the eGuations are of particular type say 
reciprocal equations etc. but no general method occurs beyond the 
cegree 2.

Here we will discuss some methods in the following sections.

Equation* if r. is a positive integer, and a , a , ao,..., a are 
Q I z. FI

constants and a^ 0 an expression of the form
n-l -t - dl tax 4- Q, X

is called a polynomial in x of nth degree.

I he equation obtained by putting the polynomial equal to zero is 
called an algebraic equation.

'J.u\ - Lt,x -i - ~ - -r t(.n - (J
of nth cegree.

Hoot : any value of x for which the polynomial f(x) vanishes is 

called a root of the equation
f (x) = 0

Relation between the roots_ and coefficients of equation :

Let the equation be

•X -t Q, X
+ Ci n = d

If < are the roots of this equation, then we have



<^0

. 8:

i > CLv>

Here v.e give seme results which are use; -1 in the coming sections :
1 • f(x) defined above is a continuous function in x for ail 

values of x .

2. Every equation f(x) = 0 of the nth degree has n and only n roots.
3. In an equation with real coefficients, imaginary roots occur in 

pairs.

4. In an equation with rational coefficients irrational roots 
occur in pairs.

Finding an approximate value of the roots (Initial approximation) : 

All the methods in this chapter require one or two approximate
values of a root (initial values) to begin with, whicn can be 
found in one cf the following ways :

Given f(x) = 0;
V/e substitute at ranuom successive Values for x till for two

successive values of x, f(x) changes sign.
This is based on the following theorem :

If f(x) is continuous from x = a to x = b and rf f(a) and f(b) 

have opposite signs, then there is atleast one real root between a 
and b.

Let f ( x) = + a

The largest root may
linear equation.

a x + a, =0 o 1
or by the root larger

xn_11x + . . . + a = o 
n

frequently be approx

in absolute value o

atea by the root of the

the quadrative equation
2

ax +a1x+ao=0 o i 2
The smallest root may similarly be approximated by the root of the 

equation
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an-1x a = n

or by the smaller roor in absolute value of the quadratic equation 
9

+ 3 . x t- a = 0an-2x n-1 n

BISECTION ;..ET,.CL C.-. HALF INTER' METHOD

ihe method has been explained in the text book. But here we Give an 
algorithm.

Step 1 : Find our _wo values x, anc x^ for the roots of the given
equation so that f<x) have opposite signs

i.e. f (x. ) f(xj < 0

X + x
Step 2 : Compute xr = —:—--------

If this x^. is accurate enoug.n to meet your requirement, go to 
Step 4.

Step 3 : If f(x.j) f(x^) 0, then the root lies in

and1 ’ set x = x and to go bo seep 2, u r r

If f(x^) f(xr) 0; then the root lies in x , x r u

and set x^ = xr ana go to step 2.

If f(x^) f(xT.) = 0; then the root is equal to x^ and go to step 4 

Step 4: xr is one of the root of the equation.

Since each application of the iterative scheme reduces the 
length of the interval in x, by half, known to contain .
Where is the root of the equation, this procedure is called the 
half interval method.
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• Z«1 io fine the number cf iterations or operations to carry cut 

to get the root within a prescribed tolerance •

r
Dc[ initial interval in which the root lies,Lec L

and be the prescribed tolerance and so

b,-; - CLZ

°o'

< £ where n is the number of iterations
2

xaking logarithms on both sides

u 3 - < k <j £
j_n

• e., log (bQ - aQ) - leg 2n log £

1. e- , log (b - a ) - lc

i.e. n log 2 loo / ko—<1-gA
t~£- /

<_ n log n

-c

£

Le<i £
Nev/ton - Kaphson Method :

We give here a method which is different from the^text book.

Let y = f(x) be the equation whose roots are to be found. Let 
"X be one of theroot, xq be the approximate value of the root and 

h denote the correction which must be applied to give the exact value 

of the root, so that
f(xQ + h) = f(<) = 0 (D

oy Taylor’s Theorem, 

y t u; -t- +
.. u

2
By neglecting the higner order terms from, h and by (1) 

0 = f(x ) + h fX>

. ”f ( X )h = o
?(T)

T £ v = X + h X1 o 2
n

K —

4^70/)

-f ’<XP



= --ly, iq-

: 28 ;

%

FC’'—)

' C «. n ')

■*-7A+, X n 4-C^'O 

-F C>(-")

To fi.

i.e.

SqUcZ

i.e. 2

If v.e 
numbe;

Let f(
X

By ap;

~.o the square root of 3 number by New

-at K be the number whose square roc;
-et J k = x

i.ng on both sioes .

solve the equation v.e will get the sc
k.

x) = x2-k

(x) = 2x

;iying the Newton Raphson method 
2

= x x n - k
n+l n 2x n

on Raphson Methog ; 

is to be founc.

,uare root of the given

2xn

= 1 (x . £_
2 v n x ) for n = 0,1,2,..



. 69 •

ic rice ir.e reciprocals of numbers without division by New ten 
Haohson Meorsc.

ror a given number k 0, v.e want to find the value of yk (v.e are not 
1 1considerinc k = 0, because in that case :— k = — is oo - undefined

J 1and k << C • i.e. k = -ve i.e. — = - r so we can add - sign to + — 
and hence in is unnecessary).

. . 1Lei x = r

1
i.e. x

'kAve are non considering x - t; = Oin which case

f (X j = X - y

and f (x) becomes 1

y. — Xv, i > X io + |

1
^e- 7 - k = 0

Let f(x) = ~ - k

f1(x) = - 1
”2X

1Substitutino f(x) and f (x) in Newton Haphson’s formula
f(x )' n'

x . = -n+1 n

Y\
n+1

X-O-|

fhxn) 

- K

r\

*n* (
_ I 
OC,

- K ) X X-

= x -r x - K x‘n

2x. - k x x (2 n kx ) for n n = 0,1,2,
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By Newton Raphson method, we get the root in a :ew iterations chat 
the methods we ciscussec earlier. 3ut it is net always guaranteed 

that as the iterations increases it gives convergent root. It depends 
on the initial value chosen. ^o here we give the counds between which 
the initial value should lie so that it gives a convergent root in the 
case of finding the reciprocal of a number by '.ewton Raphson method.

V/e have x . = x (2-kx ) n-i-1 n n'

Let F(x) = x (2-kx)

= 2x-kx2 so F1(x)

-1 < F1 (x) < 1 

i.e. -1 < 2 (1-kx) < 1

i.e. -1 <2 (1 -kx)
-/ 2 zi 1 - k x 

-3/2 < - kx

3/2 kx

kx < 3/2

x <o ^/ ^
<2.

. 1 . / 3
1 ’e * 2k x 2k

2-2kx

2 (1-kx) < 1 
1 - kx <J2

-kx <2y2 

kx > Y2 

x > y2 K

k is a positive integer 
0<x<|_< _j

i.e. 0 < x< 2 k -1

In order to get a convergent root it is better if we choose the 
initial value of x between 0 and 2/k. 

as an example for the notes given above

r
r

will move back and forth between

I f fix) = j y X - r for x
I nF- X x <

a nd x, = r-h; then x2 = r+h
ano success ive approximations
t he two values.



Rema r.c The methoc will fail at any time when f1(x ) = 0 for some

T nen in that case, cnoose a n ew starting v aiue •

7\SS i cnment and Self Test

1 . Find a root of the equation given beiow by Bisection rr.ethcc,
false position methoa and Iiewton Rapnson method.

1 .
1 o

x - 0 o. -0.374x -r 1 . 7b x + 2.627 = 0
(x+1) 7. 3 9

t -4x*~ - 6t - 4 = 0
2.

x V qx = (5-x)y~ . 8. x-2x-c = 0
oo . x°-x-4 =0 9. x~ - bx -t- 3 = 0
4 . x4-x -10=0

5 . x°-100 = 0

rinc the square root of the following by i«ewton-Raphson methcc to 
four significant figures.

1.3 2 • b u • 7 4.11

Find the reciprocals of the following numbers by »'ewton Raphson 
method without actual division.

1 . 3 2. 6 3. e
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NUMERICAL rN 1 ICN

Introduction:
Given a polynomial we can be able to write the values o. 

y for a given value of x. out in scientific applications 
generally we geo the tabulated cata. From the tabulated data we 
fit a polynomial using finite differences. Such polynomials are 
called inter-polating polynomials. There are several inter
polation formulae like Newton's gregory forward and backward 
formulae, Bessel's Sterling's formula etc. which are very much 
useful in numerical differentiation and integration. Here in the 
following section we derive Newton-Cotes Integration formula, so 
that we can deduce the Simpson's /3 rule, Simpson's 3/8th rule, 
trapezoidal rule, Weddle's rule etc.

Newton-Cotes Integration Formula :

Let x^. , x,f x2»««»-,xn are the n+1 evenly spaced base points 
from which an interpolating polynomial of degree n has been 
obtained with the help of the functional values at the base points. 
(Here we assume the polynomial. For an understanding of inter
polating polynomials, readers can refer the book Numerical 
analysis by SCARBOROUGH). Let a be the lower limits of integration 
coincides with the base point xQ. Let b, the upper limit of 
integration, be arbitrary for the moment.
Then, . j> .k

jf(x) dx = ( Pn(x) dx

V\. J
x_c

Lower limit =

Upper limit =x = x + h 0

Xc "Xc
a
b- x ______o_

h

dx = h.d< Let this be equal to

h) d^
= kpn (xo



I X A 4

h X

r>

k .'4 (Ac)

t (XQ - JL —

•X

4^0

A (X -2? A I *<V ' 
lT

-A? ) ZA^eie} +
H /

- i- ± 'A‘ t?-y lx *

-3 tv \

c?'zJr 6

Ail the terms vanish at the lower limit and so 
r__ —r. _X -^- -z

M •-< 4 *• * ^ ) '-a ZA i C * c J) _z? ,< ' _ X \ zb ^’ ( X c ;
L u - VT /

' — x /— \■ -J -X+ ' -Z - - f 77

\ ') >

4

v J

If the upper limit b is chosen,jto coincide with one of the
base points so that b = x (say) then m

x - x m oa =
x + mn - x o o

mh - m

i.e. assumes the integral value m.

3y giving various values t
by putting X = 1 i w e get
by putting X = 2, we get
by putting X = 3, we get
by putting IT = 6, we get

T re pezcidal hule

Put X = m = I
N'

in (I ) a

( H x ) a x = h f(

a = x

X-
f(xQ+h) - f(xQ)

= h f(xo) +

2 + (x0} + f(x0+1‘) - f(xo)

l-
f(x) + f(x +h)



h 
2

. >U f- Z-tA
= - A " f (x1 where x. = X + n 

0

\f(x) dx = ff (x1 ) + : (x2)
Lu *.

•^o V H 
\ '") A5 ’
' f (x) d X = ^n-P + f(xn)

Adding ail these integrals we get 
,'XCH11' _ •

f(x) dx = h t(xQ) -r 2f(x1) + 2f(x2) + . .. +zf (xn_1) + t(xn)j

= L jj x0) T 2 f(x1) + f(x2) +...+ f(xn_1) y + f(xn) '

This is called the trapezoidal rule.
Note; If v.e increase the number of intervals then the trapezoidal 
rule gives a better value.

SIMPSON’S y3rd ftULE :

Let -^ = m = z in | y (derived earner r then b = x2; a = xq )
7L-
f (x ) dx = h

.3 x
2f(xJ +itaf(x„) +/- - — f(x„)

'J-

>ld = kjlf(x ) + 2 Z^f(x ) +J_z?f(x )"] 
U Q Q_ )

= h 2f(xo) + 2 f f(x, )-f(xo)j+ y3'jf (x2)-2f(x1)+f(xQ

= h ^2f(xo) + 2f(x1)-2f(xo) + ya f(x2-2/3 f(x,)+ y3f(xQ7J 

= 3 [TfCxp + f(x2)-2f(x1) + f(xQ)J 

= & R) + 4f(xp + f( xj



X 'll I- b T

A-’*

f ( x) cix =

X.C h n
j f (x) dx =

f (x) ci x 
' X c f ?_t>

f(^_) -r ^f(x3) + f(x4)J 

f(xn_,) -r 4(x ) + f(xj

Abcing all the above we get
r K f- n t—
\ f(x) dx = 3 [_f^xo^ T 4; f (x-j )+f (x3) +...+f(xn_1)

<c - + 2 f(*l2 'b :^x4^ + ••• + f^xn_2^ f + f^xn'f

This formula is known as Simpson's y3rd rule.

Note: The interval of integration should contain an even numoer of 
steps of Width h.

By means of an example we explain now to choose the interval h so 
that the value obtained by Trapezoidal rule is correct to any 
numoer of given places.
Ex: Predict how tightly values of f(x) must be packed (what 
interval h) for the trapezoical rule itself to achieve a correct 
result to four places,

for ax
x

Ans: Given f(x) = —' x
f1(x) = -

J 1, X f (x) =

Max. fl1(x) = 2 for x = (1,2)

Truncation error - (b-a) l2 ^11/ \ /D „ • .' -12—L h f (x) (Reaaer can get it from any
standard book on Numerical 
Analysis)Max

_ _ h2 
12

= - h2
.00005 (given in problem)

X • 6 • bi .0003

(2)
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•' 3 
Too

Evaluate the following integrals by using trapezoidal rule and 
Simpson’s y3rd rule.

1 . (x°-2x2+/x-b) ox

1.3/ r—2. yr

•> . I
3 . f GX 

5 x

x

ox

4. O’ Sin h x ox

5. \ x dx

- 3

c

7. predict now many values of f(x), or how small an interval h 
will be needec for Trapezoidal rule to produce log 2 
connect to four places.
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ALGORITHMS & F L 0 V/ CHARTS

by
Dr.D.BASaVAYYa
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L3C hi 1 rJ.'.b r LCi.u.",-.;u c

Computers cannot think for themselves. T.ney are auto

matically controlled and do the work cf many human beincs 

increcioly at high speeds. The really important thinking is 

done by the human who feed them with information and the 

desired instructions. m set of instructions given to a 

computer to solve a -problem is known as a computer program, 

before writing such computer programs, it is useful and 

necessary to list out the steps involved in solving the 

problem sequentially. A step-by-step list of instructions 

for solving a particular problem is known as the algorithm of 

that problem.

The concept of algorithm is basic to any computational

scheme, numerical or non-numeiical. The word 'algorithm'
*

originated from the word 'algorism - means the art of

computing ^rabic numerals. Seme scholars relame the origin 

with the name of a famous /\rabic mathematician, .-.ou Jafar 

Muhammed ibu Musa al-Khwarizmi (82b zv.b.) who first suggested 

the method of adding decimal numbers by taking one digit from 

each of the operancs and a previous carry digit.

Algorithm is a logical process of analysing a mathematical 

problem and data step by step so as to make it vulnerable for
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easy compu 0-i- conversion of ca»a into information

In our day-tc-cay work, the drain au:c aticaliy performs

the algorithm by experience but not in systematic and

error free w oorithm repre sentec in many forms such

as

step-cy-step method 
flowcharting and

iii) by programming language.

Step by Step i‘.iethcd :

Example 1 : Suppose we want to find the largest of any 

three given numbers.

Assume that 3 and C are She given numbers. First compare 

a and 3 and identify the larger. Then compare this bigger 

number with C anc identify the bigger among these two as the 

largest of all the three given numbers.

This method of solving this problem may be expressed 

as the following series of instruction.

Step 1 ; Note the three given values as A, B, Co 

Step 2 : Compare a and B.

Step 3 : If a is greater than B, then do the step 4 
otherwise do the step 5.

Step 4 ; Compare a and C and write the greater number 
anc stop.

Step 5 : Compare 3 and C and write the greater number 
and stop.
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Example 2 : Suppose you want to solve the following pair 

of equations for x ana y given the values a,b,c,c,e,:»

ax + by = c ................ (1)

dx + ey = f ................ (2)

assume that a,b,c,d,e,f are non zero. The procedure co 

solve these equations is as follows : From equation (1) 

we have

x = (c-oy)/a ... (2)

Substituting x in (2) we get

or

cl (c - by) + ey = f

(e - cib/a) y = f - oc

Thus using this value of y in (3) we get the value of x. 

This method of solving the equations may oe expresses as 

follows :

Step 1 : Note the values of

Step 2 : Calculate the value

Step 3 ; Calculate the value

Step 4 j If s = 0 then write

Step 5 : Set y = t/s.

Step 6 : Set x = a

Step 7 ; Write the values of

Step 8 • Stop.

3 d c c e, r •

of (e - ~) and call it as s 3

of (f - —) and call it as t 3 ,
‘No solution* and stop.

x and y as answers.
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ihe above set of 8 instructions is known as an algorithm 

of that problem.

m good algorithm should possess the following characteris

tics.

.Algorithm 1. should be simple (simplicity).

20 should be clear without ambiguity 
(definiteness).

3. should leac to unique solution of the 
problem (uniqueness).

4. should involve a finite number of steps 
to arrive a solution (finiteness).

5. should have capability to handle some 
unexpected situations which may arise 

during the solution problem like 
division by zero (completeness).

6. should be effective in saving time 
(effectiveness) - using that particular 
algorithm, processing should be quicker.

The description of an algorithm (Step-by-step method) 

requires a suitable language. Although we can describe an 

algorithm in a combination of natural language (say, English) 

and mathematical notations, there are some drawbacks. They

are
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1. The algorithm is not usually concise.

2. A natural language is ambiguc-s.

3. The manner of expression does net reveal the 

basic structure of the algorithm.

4. Certain operations cannot be expresseo by 
existing mathematical notatiens.

Ex : Kepiace 8 by A.

Because of these drawbacks sometimes, we have to prefer 

other methods. Cne of the most convenient languages 

which is effective for communication ana description of 

an algorithm is the language of flow-charting.

Flowcharts :

Flowcharting is a technique for representing a 

succession of events in symbolic form. Flowchart is the 

oiagrammatic representation of a sequence of events, 

usually drawn with conventional symuols (geometrical 

figures) representing different types of events and their 

interconnection. Flowchart is also known as flowdiagram.

In flowchart the essential steps of the algorithm are 

picturea by boxes of various geometrical shapes and the 

flow of data between steps is indicated by arrows, or 

flowlines. The flowchart is usually drawn so that the flow
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direction is downward or from left to right. The symbols 

themselves are cf standardized shapes that indicate the 

type cf action taking place at that step cf the algorithm. 

In fact, each symbol is labellec by its algorithm step, 

written within the symbol. Flowcharts may be divided into

systems flowchartis and program flowcharts. chart that

depicts the flow of data in the over -aii data processing

system, or phase of the system, is called a system flow

chart or process chart. a chart that cepicts the operations

ano logical decisions in a problem solving is called a

piogram flowchart or logical flowchart, in our discussion

we are concerned with program flowchart. The preparation or

either type of crtart is called f lowchart ino. The different

symbols used in <tny flowchart (standara) are as follows :

Terminal Symbol :: The oval symbol is used to indicate the

beginning or e .no of an algorithm by (Start) or (Stop;

respectively. C.Learly, a flowchart can contain only one

start symbol; however it can contain mere than one step 

symbol, since the algorithm may contain alternative branches 

Sometimes, we omit the start/stop symbols if it is clear

where the chart begins/ends



104 .

Input/Cutout d/mcoi : The paraiielc:rsn symbol is user 

to indicate an incut or an output operation. Snecifirally, 

v.e write

he a ci , u ,C ,L

to indicate that uata are to be incurred into the merer

locations >•» b, d and L , in that o ro e r • Simila rly,

2
write X,Y,Z

indicates that t n e cat c in the memory locations X,Y,L_

are to be o utput ted . >.e can also output messages by

including the message in quotation. e.q.

1
/ hrite 'Mo sc lution' ,/ //

indicates that the message 'Mo solution' is to be 

outputteci.

Process Symbol : The rectangle symccl is used to indicate 

a processing operation. This can be an assignment state

ment, defined below or it can be macroinstruction, whose 

programming language translation would otherwise require 

an entire list of computer statements; e.g.



' r\lphaoetize ?inc mean and stanoaru
Name s

i
deviation of marks

roinstr-ctions •

ignment statement has the form

j Variate =
1

erit.ometic expression I

accectaoie form for an assignment statement

1 Variaoio . 1arithmetic expression

in which the cacnwarc arrow 

equals sign.

is used to instead or the

Decision Symbol : The aiarncno-shaped (Rhombus) synibol is 

usee to indicate a decision. This represents a point at 

which different process paths may be selected. The question

is placed insice the symbol, and each alternative answer to

the question is useo to label the ex is t arrow which leads to

the appropriate next step of the chart . he note that the

decision symbol is the only symbol that may have more than one 

exist. Some cf the ways are as indicated below.

Yes Negative
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Connector Symbol : A flow chart that is lone ano complex

may require more than one sheet of paper, which means that 

certain flow lines cannot be drawn or the flow chart may 

contain crossing flow lines that could ca-se confusion. The 

connector symcul, a small circle , is usee to remedy

such situations. Specifically, one assumes mat a flow 

line exists between 'any part of identically labelled 

connector symbols such that the flow is out of the flow chart 

at one of the connectors (exist connector) anc into the 

flow chart at the other connector (entry connector).

Preparation Symbol : This symbol indicates the preparation 

for seme procedure by initializing certain variables, e.g.

Many programmers indicate a preparation by means of the 

process symbol only.

Comment Symbol : The following symbol usee to indicate 

comments on the contents of a symbol.

Comment

Consider the following examples to explain the use or 

different symbols in writing a flowchart.
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Example 1 : Fick up the largest cf any three given numbers. 

The flowchart for this problem is as follows :

Example 2 : Pick up the largest of any given hunared numbers.

The required flowchart is
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I

Example 3 : Lraw a flowchart to find the average of any 

numcer of numbers.

Here, we write the flowchart in two ways : i) by 

using English v.orcs and ii) by cefininy variables.



I T

First type :

_________________
Divide 7 by N 
(Giving n )

_________ ____________
Urite average (m)

Step



i r: •

Second 1 ype :

Example 4 : prepare a flowchart to check the three given 

numbers a,b^c 'can.--.be thg lengths of the three sides of a 

triangle anc# if ^o to fine the area of that triangle using 

the formula

Area
a+b-r-c

2
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1 1 2

F1 cw c r. a r t to verify whether a giver, letter is existing in 

the given word or not.



£
S3A

J aqjjn

(£a/a) / L.;. H
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ric c r. a r listing cf i-ri,..e njnber iven nurccer i

HO
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n

elc-

k x

on of vcriance ) using i or::;ul
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Fiev.enc.rt Co find the values of ~,in<x; and Coskx) fo 

given value of x.

(N - ho. cf terr.s 
in the scries)

I f ;F 17 x
(whose sine and cosine 
aredesirec)

din X ' 0 
CCS X <— I 
7 1 x 72_',

___________ ____________
T’ T1 t-x2) :

( 2i j 2i-r i > j
72 <h- 72 (-x2) ?

(2r) <2i-1;l
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Flowchart to f mo ail diviscrs. of a given nur.oer.
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lov.char ive ;e:s
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s 'uere root 01 5 riven number.

±

ibPL'i iJ
k Given i\u;n«er) /

______ >P. _______
Ib'PLT b

kJ number between 
0 and N) - /

1

N ! 
b I

/tA
• 1 -J X \ r _, o X

Y„,.
u e- u-i

oTCP
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C\ercises :

. 'What is a flowchart ? Why is it called a flowchart ?

. What are the various symbols used in a flow chart ?
What does each symbol represent ?

. Prepare a flow chart to add digits from 1 to 100.

. Prepare a flow chart to pick the largest of three given numbers.

VJhat is a program flow chart ?

Prepare a flow chart/algorithm in each of the following situations

) Preparation of a multiplication table,
h) Preparation of a bill in any consumer shop.
r') To verify whether there exists any given letter in any given 

word or not.

J) Calculation of compound interest for any given principle, rate 
and time.

») To verify whether the given triangle is an equilateral or not.
7) To calculate the possible number of linear arrangements of 3 

students so that two particular students sit together.
g) To obtain the transpose of any given matrix.
i) To show that the opposite angles in a cyclic quadrilateral are 

supplementary to one another.
i) Calculation of sin(x) and cos(x) for different values of x.
j) To verify whether the given two straight lines are parallel or not
k) To calculate the value of the following polynomial for a given 

value of x.
n n-1 n-23 X 3 4 X + 3 XO I z 4- 3

To find the product of any two given polynomials of degree1) To
ra) 1 0
n) To
o) To
p) To
q) To

angled triangle with given sides.
r) Calculation of square root of any given number.
s) Calculation of LCM of any given numbers.
t) To list the binomial coefficients for any given
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Uj To calculate the v a r i i

Xl’ x2,...( xn □

s2 = (x

sing ■

. “ X

V) 7 o calculate the are a

w) P ri n z i n g cf ail prime

x) 1 0 fine tne rooz

y) To convert a cec r m a 1

z) To solve the fc
c V
ox

liowi,

2x-r3

- ,2

(s*-) of any given set of values 
formula

n where x = x./n

trapezium with given sides.
;bers below a given number, 

given quadratic equation, 
er inzo a binary number.

given y = 4 when x = 1.


