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## BINARY OPERAIIONS

Motivation: Children come in contact with algebra as early as in the primary classes when they learn to add and multiply numbers. Let us try to see what really happens when we add or multiply two numbers. In addition, to add, first of all we should be given two numbers, say 4 and 3 . Vhen ve add what we get is 7 , which is again a number of the same type as 4 and 3. So audition is therefore basicallyarule which enables us to assign with two given numbers in an order, some number as answer. Multiplication is also a similar rule but a different one, since in multiplication with 4 and 3 we assign the number 12 and not 7 . So is the operation of subtraction. The order in which the two numbers are given is important. For let us consicier subtraction. In subtraction, the number associated with two given numbers 7 and 3 in that order is 4 whereas the one associated with 3 and 7 in that order is not 4. Thus, addition, subtraction, multiplication are all rules that assign with every ord: red pair of elements of a specified set an element of that set - we call such operations or rules as binary operations.

Definition : A binary operation on a set $S$ is a rule that assigns to each ordered pair of elements of the set, a urique element of the set $S$.

Binary operation or a set $S$, therefore, is a map from $S X S \rightarrow$. "ere one may note that the element which is assigned to the oroered pair of elements need not be a third or a new element. For example, in case of addition, the element assigned to the ordered pair of elements $(0,2)$ is 2, which is not a new element. Similarly, in case of multiplication, $t$ he element assigned to the ordered pair of elements $(3,1)$ is the number 3 itself.

A binary operation on a set $S$ is normally denoted by '*' and the element the binary operation * assigns to the orciered pair of elements $(a, b)$ is denoted by $a * b$.

Examples: 1. Addition and multiplication are binary operations on the set of natural numbers, whereas subtraction is not a binary operation on this set.
2. Addition, multiplication, subtraction are binary operations on the set of integers, set of even integers, set of rational numbers, set of real numbers, set of complex numbers, but not on the set of odd integers.
3. Multiplication is a binary operation on the set $\{-1,0,1\}$ whereas addition is not a binary operation on this set.
4. On the set of natural numbers, $a * b$ equal to the smaller of the two numbers $a$ and $b$ or the common value if $a=b$, is $a$ binary operation. 5. On the set of all permutations on $n$ symbols, the multiplication of permutations is a binary operation.

In fact, we do not need any known set or a known operation to define a binary operation. We can define binary operations on any arbitrary abstract.set. For example,
6. Let $S=\{a, b, c, d\}$ where $a, b, c, d$ are elements of an abstract set $S$. Lefine * : $\mathrm{S} \times \mathrm{S} \rightarrow \mathrm{S}$ by the following table

| $*$ | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
| $a$ | $b$ | $a$ | $d$ | $c$ |
| $b$ | $a$ | $b$ | $c$ | $c$ |
| $c$ | $d$ | $c$ | $c$ | $c$ |
| $d$ | $c$ | $c$ | $d$ | $a$ |

$>$ Here $b * c=a$

Ihen * is clearīy a Sinary operation on S. Nate that in order to define a binary operation on $S$, we need to define 16 entries in our table. The 16 entries should be filled by the elements of $S$. There

| $a$ | $\vec{A}$ | $b$ | $c$ | $d$ |
| :--- | :--- | :--- | :--- | :--- |
| $i z$ |  |  | - |  |
| $b$ |  |  |  |  |
| $c$ |  |  | - |  |
| $d$ |  |  |  |  |

are 4 choices for filling each of these entries and hence in all the 16 entries can be filled in $4^{16}=429,49,67,296$ ways. Hence there exists $429, \angle 9,67,296$ binary operations on the set $\{a, b, c, d\}$
But in reality we are not interested in all of them and in fact we are interested only in a very few of them.

## Iyoes of binezy operations :

A binary operation * on a set $\checkmark$ is said to be commutative if $a * b=b * a \quad \forall \quad a, b \in S$.

Examples: 1. Addition and multiplication are commutative binary operations on the set of natural numbers, set of integers, etc. 2. Subtracticn is not a commutative binary of£ration on the set of integers.
3. The multiplication of permutation is not a commutative binary operation e.g.

$$
\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 1 & 3
\end{array}\right) \cdot\left(\begin{array}{lll}
1 & 2 & 3 \\
3 & 2 & 1
\end{array}\right)=\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 3 & 1
\end{array}\right)
$$

whereas

$$
\left(\begin{array}{lll}
1 & 2 & 3 \\
3 & 2 & 1
\end{array}\right) \cdot\left(\begin{array}{lll}
1 & 2 & 3 \\
2 & 1 & 3
\end{array}\right)=\left(\begin{array}{lll}
1 & 2 & 3 \\
3 & 1 & 2
\end{array}\right) \text {. }
$$

4. 

| $*$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: |
| $a$ | $\frac{b}{c}$ | $\frac{c}{c}$ | $\frac{a}{b}$ |
| $b$ | $c$ | $c$ | $b$ |
| $c$ | $a$ | $b$ | $a$ |

* is a commutative binary operation on $S=\{a, b, c\}$

A binary operation * on a set $S$ is said to be associative if $a *(b * c)=(a * b) * c \quad \forall a, b, c \in S$.

## Examples :

1. Addition and multiplication are associative binary operations on the set of integers.
2. Subtraction is not an associative binary operation on the set of integers since $2-(3-4) \neq(2-3)-4$.
3. Multiplication of permutations is an associative binary operation.
4. 

| $x$ | $a$ | $b$ | $c$ |
| :---: | :---: | :---: | :---: |
| $a$ | $b$ | $c$ | $a$ |
| $b$ | $c$ | $c$ | $b$ |
| $c$ | $a$ | $b$ | $a$ |

* is not an associative binary
operation on $S=\{a, b, c\}$ since
$a *(b * c)=a * b=c$ whereas
$(a * b) * c=c * c=a$.


## Exercises_:

1. Show that the multiplication is a binary operation on $S=\{1,-1, i,-i\}$ where $i^{2}=-1$. Is division a binary operation on S ? bihy?
2. Show that the multiplication is a binary operation on $\{-1,0,1\}$ but not on $\{0,1,2\}$.
3. Slicir that addition is a binary operation on $S=\{x: x \in I, x<0\}$, but multiplication is not.
4. Let $S=\{A, B, C, D\}$ where $A=\varnothing, B=\{a, b\}, C=\{a, c\}, D=\{a, b, c\}$. Show that set union $U$ is a binaryo perations on $S$ whereas set intersection $\cap$ is not.
5. Is division a binary operation on the set of rationals ? why ? What is the largest subset of the set of rationals on which the
civision is a binary operation?
6. bhich amug the abov= innary operations are comutative and or associative ?
7. Letermine whether the following binary operations are comnutative and or associative:

|  | $a$ | $b$ | $c$ | $d$ |
| :---: | :---: | :---: | :---: | :---: |
|  | $a$ | $b$ | $c$ | $d$ |
| $b$ | $b$ | $c$ | $d$ | $a$ |
| $c$ | $c$ | $d$ | $a$ | $b$ |
| $d$ | $d$ | $a$ | $c$ | $b$ |


| $c$ | $a$ | $b$ | $c$ | $c l$ |
| :--- | :--- | :--- | :--- | :--- |
| $a$ | $d$ | $a$ | $c$ | $b$ |
| $b$ | $a$ | $c$ | $b$ | $d$ |
| $c$ | $b$ | $d$ | $a$ | $c$ |
| $d$ | $c$ | $b$ | $d$ | $a$ |

## THE NATURAL INUMBER SYSTEM :

Motivation : We very freely use the terms real numbers, rationals, integers, natural numbers as they are intuitively very clear to us, and there is no doubt in our minds as to what they are. However, if we ask ourselves as to what are real numbers? we may answer that rational numbers and irrational numbers put together are called real numbers. Now, if we ask as to what are rational numbers?,the answer could be that the numbers of the form $p / q$ where $p$ and $q$ are are integers, $q \neq 0$ are rational numbers. Now, if we ask as to what are integers?, the answer could be that the natural numbers, the zero and the negatives of natural numbers put together are integers. But now if we ask as to what are natural numbers?, we may not have any answer except that $1,2,3, \ldots . e t c$. are called natural numbers or trying to give an explanation in terms of the basic properties of natural numbers. That means, the set of natural numbers is the starting point from which we can build all other sets, the set of integers, the set of rationals, set of reals, set of complex numbers etc. and there is a need therefore, to define the set of natural numbers.

In order to define the set of natural numbers, we have to see what are the most basic properties of natural numbers which cannot be derived as a consequence of other basic properties. Assume these basic properties as postulates or axioms, so that any other property of the set of natural number could be derived as a consequence of this set of basic properties. The postulates which characterise the set of natural numbers are known as Peano's axioms on natural numbers, named after the Italian Mathematician of the same name.

## Peano's axioms on natural numbers :

Let there exist a set $N$ such that

1. 1 N
2. For each $n \quad N$, there exists a unique $n^{+} \quad N$, called the successor of $N$.
3. There exists no $n$ in $N$ for which $n^{+}=1$ (i.e. 1 is not the successor of any $n$ in $N$ ).
4. If $m, n$ are in $N$ with $m^{+}=n^{+}$, then $m=n$. (i.e. no two elements of $N$ have the same successur).
5. Any subset $k$ of $N$ having the properties (i) $1 \in K$, (ii) $k \in K \Rightarrow k^{+} \in K$ is equal to $N$.
Ine set $N$ is called the set of natural numbers.
Note that Nxiom 5 is nothing but the frinciple of lathematical Induction and hence it is referred to as Induction axiom.

Let $K=\{1\} \cup\left\{n^{+}: n \in N\right\}$. Then since $n \in N \Rightarrow n^{+} \in N$
$K \subset N$. Further $k \in \mathbb{K} \Rightarrow k=1$ or $k=n^{+}$for some $n \in H . \therefore k^{+}=1^{+}$or $\left(n^{+}\right)^{+} \therefore k^{+} \in N$.
Thus, $1 \in K$ and whenever $k \in K, K^{+} \in K$. Hence by axiom $5 K=N$. fience every natural number $n$ other than 1 is the successor of some natural number and more over it can be obtainet by taking successors of 1 . We dienote the successor of 1 by 2 , successor of 2 by 3 , successor of 3 by 4 etc. so that

$$
N=\{1,2,3,4,5, \ldots \ldots\}
$$

ncidition on $N$ : i, will now define addition on $N$ as follows:
i) $n+1=n^{+}$
ii) $n+m^{+}=(n+m)^{+}$

As we have already observed, every natural number is a successor of some natural number and we can reach 1 by proceeding backwards in a finite number of steps. fience the concition (i) and (ii) above define aadition for all $n$, $m$ in $N$.

The following properties of the operation of acdition on $N$ can be proved usin; axioms 1 to 5.
For all $m, n, p \in N$,

1. $n+m \in N$ (closure)
2. $n+m=m+n$ (commutativit;)
3. $m+(n+1)=(m+n)+p$ (Associativity)
4. $m+p=n+p \Rightarrow m=n$ (cancellation)

Proof: 1. Given $n \in N$, let $k$ be the set of all $m \in N$ such that $n+m \in N$. bince $n \in W$, by axiom $2, n^{+} \in N \therefore n+1 \in N \therefore 1 \in K$. Let $k \in k$. Then $n+k \in N \therefore$ By axiom 2, again $(n+k)^{+} \in N$. But by definition of adcition on $N,(n+k)^{+}=n+k^{+} \cdot n+k^{+} \in$ W.
$k^{+} \in k$. Hence by axiom $5, k=N \therefore n+m \in \|$ for all $n, m \in N$. 3. Given natural numbers $m$ and $n$, let $K$ be the set of all natural numbers $p$ such that $m+(n+p)=(m+n)+p$. Since $m+(n+1)=m+n^{+}=$ $(m+n)^{+}$(by definition of acdition $)=(m+n)+1$, it follows that $1 \in K$.
Now, let $k \in k$. Then $m+(n+k)=(m+n)+k$. Then,
$m+\left(n+k^{+}\right)=m+(n+k)^{+}=[m+(n+k)]^{+}=[(m+n)+k]^{+}$
$=(m+n)+k^{+} . \therefore k^{+} \in k$. Hence by induction axiom $k=1$. Hence $m+(n+p)=(m+n)+n \quad \forall \quad m, n, p \in W$.
2. This is proved in two stages. First, we prove that $n+1=1+n$ for every $n$ in $N$. Let $k$ be the set of all $n$ in if s.t. $n+1=1+n$.
Clearly, $1 \in K$. Let $k \in K$. Then $k+1=1+k$. Now $k^{+}+1=(k+1)+1=$ $(1+k)+1=(1+k)^{+}=1+k^{+} . k^{+} \in k$. Hence by induction axiom, $K=N$. $\therefore n+1=1+n$ for all $n$ in $H$. We will now prove that iven $n$ in $N$, $n+m=m+n$ for $a l l m$ in $N$. Let $K$ be the set of all naturai numbers $m$ such that $n+m=m+n$. Since we have proved already that $n+1=1+n, 1 \in K$.

Let $k \in K$. Then, $n+k=k+n$. Now $n+k^{+}=n+(k+1)=(n+k)+1=$ $(n+k)^{+}=n+k^{+} \quad k^{+} \subset k$. Hence by induction axiom $k=N$.

Hence $n+m=m+n$ for all $n, m \in W$.
4. Given $m, n \in N$, let $k$ be the set of all natural numbers $p$ set. $m+p=n+p \Rightarrow m=n$. Since $m+1=n+1 \Rightarrow m^{+}=n^{+} \Rightarrow m=n$ (by axiom 4). Therefore, $1 E k$. Let $k \in k$. Then $n+k=n+k \Rightarrow m=n$. Now $m+k^{+}=$ $n+k^{+} \Rightarrow(n+k)^{+}=(n+k)^{+} \Rightarrow m+k=n+k$ (by axiom 4) $\Rightarrow m=n$. Hence $k^{+} \in k$. Hence by induction axiom, $k=N$. Therefore, $m+p=n+p \Rightarrow m=n$ for all $m, n, p \in M$.
$\frac{\text { l!ultiplication on } N}{\text { For } m, n \in N}$ : We define multirlication on $N$ as follows:
i) $m \cdot 1=m$
ii) $m \cdot n^{+}=m \cdot n+m$
as observed in the case of addition, this defines multiplication completely on H .

Following properties of multiplication on if can be proved.
For $m, n, p \in H$

1. n.m $\because \|$ (closure)
2. n.n $=$ n.m. (commutativity)
3. $m(n \cdot p)=($ m.n $) \cdot p \quad$ (asseciativity)
4. (mop $=n \cdot \Rightarrow m=n$ (cancellation)

Proof is on the same lines as in the case of adicition and therefore, left as an exercise.

Aso the addition and multinlication of natural numbers satisfy cistributive laws:
i) $m \cdot(n+p)=m \cdot n+n \cdot p$
b) $(n+n) \cdot m=n \cdot m+p \cdot m \cdot$

Prouf: a) Given m,n in $l$, let $k$ bethe set of all notural numbers $=$ such that m. $(n+p)=m \cdot n+m \cdot p$. hon, $m(n+1)=m \cdot n^{+}=m \cdot n+m=$ $m \cdot n+m \cdot 1$. Therefore, $1 \in k$. Let $k \in k$. Inen $m(n+k)=m \cdot k+r . \therefore$. How, $n\left(n+k^{+}\right)=m \cdot(n+k)^{+}=m \cdot(n+k)+m=(m \cdot n+m \cdot k)+m$
$=m \cdot n+(m \cdot k+m)=m \cdot n+m \cdot k^{+}$Fence $k^{+} \in K$. Fence by induction axiom, $K=\|$ Hence m. $(n+f)=n \cdot n+m \cdot p$. FIouf of $b$ is simile=.

Craer Ielation on i: Given $a, b \in 1$, aefine $a<b$ if there exisis $c$ in Hs.t. $\quad b=a+c$ (we define $a>b$ if $b<i$ ). Ihen,
i) for $=11 n \neq 1,1<n ; n<n^{+}$
ii) the relation ' $<$ ' is transisive but neither reflexive nor symmetric.
iii) the IIichotomy law holas good. i.e. given $n, m$ in ll exactly one of a) $m=n$, b) $m<n \quad$ c) $m>n$ holas goci.
Yroof: i) If $n \neq 1$, we have provec earlier that $n=m^{+}$for some $=\mathbb{N}$. But $m^{+}=m+1=1+m$. Hence $n=1+m$. Therefore, $1<n$. also $n^{+}=n+1$. Hence $n<n^{+}$.
(ii) Let $m<n$ and $n<p$. mence there exist $a, b$ in $N$ set. $n=m+\bar{a}$ and $p=n+b$. Hence $p=(m+a)+b=m+(a+b)$ anc since $a+b \in N$, we have $m<p$. Hence $'<$ ' is transitive. Let $b \in N$. If possible let $b<b$. Ihen there exists $n$ in l: set. $b=b+n$.

Therefore, $b+1=(b+n)+1=(b+n)^{+}=b+n^{+}$. Hence $1=n^{+}$by cancellaticn which is a contradiction to axicm 3 . Hence $b \cdot k b$. Therforn, , is not reflexive. Finally, if possible let there exist $a, b \in H$, with $a<b$ and $b<a$. Since < is transitive, we
 $a<b$, then $b\{-a$. l!ence $'<'$ is not symmetric.
(iii) Given $m, n \in l$, if $m=n$, then by what $\because$, have seen in (ii) above, neither $m<n$ nor $n<m$. Hence if (a) holds neither (b) nor ( $c$ ) holds. If ( $b$ ) holds then $m<n$ and hence $n \notin m$. Hence (c) does nut hold. wso $m \neq n$, since $m=n$ ionud imply $n<n$, a contradiction to wat we have seen in (ii). Thus if (b) holds neither ( $\mathrm{a}^{\prime}$ ) nor (c) : Sclas. On very similar lines if follows that if (c) holas neither ( $=$ ) nor (b) holus. Thus at most one of (a), (b) or (c) holds. i.e ..ill now show that atleast one of (a), (b) or (c) holds. so assume that (a) and (b) dic not hold. Hence man and $m f n$. Let $M=\{a \in \| \mid a \leq m\}$ and $B=\{m+a \mid$ a $\in \operatorname{H} \cdot\}$. Let $k=$ AUB. Since $1 \in a, 1 \in K$. Let $k \in k$. Then either $k \leq m$ or $k=m+a$ for some $a \in \therefore$. If $k<m$, then $k^{+}=k+1 \leqslant m$. Hence $k^{+} \in k$. If $k=m$, then $k^{+}=k+1=m+1 \in B . \therefore k^{+} \in k$. If $k=m+a$, then $k^{+}=(m+a)+1=m+(a+1)=m+a^{+} \in B . \quad k^{+} \in K$. Thus, $1 \in k, k \in k \Rightarrow$ $k^{+} \in K \therefore K \doteq N$. Sirce $n \in N, n \in \operatorname{HLB}$. But since $m \neq n, n \neq m+a$ for any $a \in N . \therefore n=B \therefore n \in A \therefore n \leqslant m$ But $n \neq m, n n<m$. $\therefore(c)$ holds good.

## Exercises :

1. Frove that $1 . n=n$ for all $n$ in $\|$ without using the commutativity of multiplication cf natural numbers.
2. Frove for $m, n$ in $H$
i) $\left(m+n^{+}\right)^{+}=m^{+}+n^{+}$
ii) $\left(m \cdot n^{+}\right)^{+}=m \cdot n+m^{+}$
iii) $\left(m^{+} \cdot n^{+}\right)^{+}=m^{+}+m \cdot n+n^{+}$
iv) $\mathrm{m}^{+} \cdot \mathrm{n}^{+}=(m \cdot n)^{+}+m+n$
3. If $m, n \in H$ and $m<n$, then show that for all $p \in N$.
i) $m+p<n+p$
ii) n.p $<$ n.p
4. Prove that $N$ is a well ordered set.
5. Let $m, n \in N$. Frove (a) If $m=n$, then $k^{+}$. $m$ > for every $k \in \mathbb{H}$, (b) If $k^{+} . m=n$ for some $k \in H$, then $m<n$.
6. For all $m \in H$, define

$$
\begin{aligned}
& m^{1}=m \\
& m^{p^{+}}=m^{p} \cdot m
\end{aligned}
$$

for all $p \in N$. When $m, n, p, q \in N$ prove that
b) $\left(m^{p}\right)^{q}=m^{p \cdot q}$
c) $m^{p} \cdot m^{q}=m^{p+q}$
c) $(m \cdot n)^{p}=m^{p} \cdot n^{p}$
7. Eor all $m, n \in H$, show that (a) $m^{2}<m \cdot n<n^{2}$ if $m<n$. $\Rightarrow m^{2}+n^{2}>2 m \cdot n$ if $m \neq n$.

## THE SYSTER UF IMTEGERS

Motivation : Having already defined the system of natural n'mbers iN, and the operations of addition and multiplication on 11 , ::e observe that given two natural numivers $m$ and $H$, there may not always exist a natural number $p$ such that $m * p=n$. Or equivalently the equation $m+x=n, m, n \cong N$ may not always have a solution for $x$ in 1. . To overcome this inadequacy or defect of the system of natural numbers, we hope to construct a set I which contains $N$ as a subset such that given any two elements, $m, n$ in I there always exists a $p$ in $I$ such that $m+p=n$. We will call this new set $I$ as the set of integers and each element of this set as an integer.

Construction of $I$ : Consicer the set $1+N$ of all oriered pairs of natural numbers. We introduce a relation ' $\sim$ ' on $N+i v$ as follows : $(m, n) \sim(r, s)$ iff $m+s=n+r, m, n, r, s \in N$.

We can show that ' $\sim$ ' is an eçuivalence relation on the set $N \not X N$. The set of all equivalence classes under this equivalence relation on iixd: is denoted by $I$ and is called the set of integers. Thus an integer is an equivalence class of oruered pairs of natural numbers uncier the equivalence relation ' $\sim$ ' defined above. We dencte it $b y[(m, n)]$..

Imbedding of $H$ in $I$. For each natural number $m$ in $N$, we icientify it with the integer $\left[\left(m^{+}, 1\right)\right\}$ In other words, ve consicer the map

$$
\psi: \| \rightarrow I
$$

defined by $\psi(m)=\left[\left(m^{+}, 1\right)\right]=\{(m+1,1)(m+2,2),(m+3,3), \ldots\}$ Then we can show that $\psi$ ' is $1-1$. Hence $\psi$ is an imbeding of $H$ in $I$ (In fact, when we define + and . on $I$, they are indeed extensions of addition and multiplication on N).

Addition on $I$. We define addition on $I$ as follows
$[(m, n)]+L(r, s)]=[(n+r, n+s)]$
for all $[(m, n)],[(r, s)]$ in $I$.
Since $m, n, r, s \in N$, so are $m+r$ and $n+s$. Hence ( $m+r, n+s$ ) I. Hence + is a binary operation on I. Thus, i,j I $2+j$ I (Closure law of addition).

Consider $[(1,1)]=\{(1,1),(2,2), \ldots,(n, n), \cdots\}$ in I.

Now，

$$
\begin{aligned}
& [(m, n)]+[1,1)]=[(m+1, n+1)]=\left[(m, n)^{-}\right] \quad(\because h y r) \\
& {[(1,1)\rfloor+[(n, n)]=[(1+m, 1+n)]=[(m, n)]}
\end{aligned}
$$

for every $[(n i, n)]$ in $I$ ．
The integer $\{(1,1)\}$ is called zerc and is denoted by 0 ．also $[(m, n)]+\lfloor(I, s)]=[(m, n)]$
$\Rightarrow\lfloor(m+I, n+s)\rfloor=\lfloor(m, n)\rfloor$
二 $(m+I)+n=(n+s)+m$ by cefinition af $\sim$
… $\Rightarrow m(I+n)=n+(s+i a)$ by associativity of $+i n i$
$=m+(n+r)=n \div(m+s)$ by comulazivity of + in $N$
$\ldots(m+n)+I=(n+m)+s$ by assoこえativity of $+i n 1$ ．
$\cdots(m+n)+I=(m+n)+s$ by conmutativity of $+i n \geqslant$
．．．．．$I=s$ by cancellatiun law of－in
$\ldots(r, s)\rfloor=\left[\left(\eta^{2}, r\right)\right]=0$
Simila＝ly，$[(r, s) \mid+\{(r, n)]=\{(m, n)|\rightarrow|(r, s)]=0$ ．
Thus，there exisis a unique elemer． 0 in $I$ such that $i+0=i=0+i$ for all i in I． 0 is callec the izentity element with resnect to the operation of acidition on I． Also，
$[(m, n)]+[(n, m)\rfloor=[(m+n), n-\ldots)]=\{(m+n, m+n)]=0$
$\lfloor(n, m)]+[(n, n)]=[(n+m, m+n)=,[(n+m, n+m)]=0$
for all $[(n, n)]\{(n, m)]$ in I．fu＝ther，
$[(m, n) \mid+\lfloor(z, s j \mid=0$
$\therefore \quad(m+I, n+s)=0$
$\therefore m+r=n+s$
$2 r+m=s+n$
$\cdots(I, s) \sim(n, m)$
$\Rightarrow\lfloor(I, s)\rfloor=[(n, m)]$
Thuミ，given any integer i，there 5 ※ists a bnioue integer j such that $i+j=0=j+i$ ．ihis irotener $j$ is ciemotec．by $-i$ and is cal！ed the acicitive inverss of $i$ ．

Using the sissocintive Law of e：eition of natural numbers，we can ！rove that for any $[(m, n)],[(=, s)],[(u, v)]$ in $I$ ．
$\{[(v, i n)+\lfloor(\eta, s)\}\}+[(u, v)]=[(-, n)]+\{\lfloor(I, s)]+[(u, v)]\}$ ． ：nence fur any $i, j, k \in I$ ，
$(i+j)+k=i+(j+k) \quad(a s=$ sintivo lat of acicition）． lhus，to sum uf the acciticr：of Er：tegere have the following
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properties.

1. $1, j \in I>i+j(\fallingdotseq I$ (Closure Low)
2. $1, j, k \in I \quad \because \quad(i+j)+k=1+(j+k)$ (nssoci,ıtive Law)
3. Ther exists a unique element $0 \in I$ such that
$i+0=i=0+i$ for every $i \in I$
(Existence of iuentity $w . r . t . ~ a d d i t i o n) . ~$
4. Given $i \in I$ there exists a unique element $j \in I$ such that

$$
i+j=0=j+i
$$

(上xistence of inverse element w.r.t. audition).
A set o with a binary operation 'o' satisfying closure law, associative law, existence of identity w.r.t. 'o' and Existence of inverse w.r.t. o is called a group. Thus the set of integers is a group w.r.t. the operation of adaition. Given, $\quad[(m, n)],[(I, s)] \in I$

$$
\begin{aligned}
{[(m, n)]+[(I, s)] } & =[(m+r, n+s)] \\
& =\lfloor(r+m, s+n)] \text { (acicition is comiutative on } \mathbb{N} \text { ) } \\
& =[(r, s)]+[(m, n)]
\end{aligned}
$$

Thus, $i+j=j+i$ for every $i, j \in I$ (commutative law). Thus addition is commutative on I. s group in which the binary operation is commutative is called a commutative group or an abelian group. Hence the set of integers is an abelian group w.I.t. the operation of addition.
he have already seen that every natural number $m$ is identified with the integer $\left[\left(m^{+}, 1\right)\right]$. Not: here that since $m$ is a natural number $1<\mathrm{m}^{+}$. Conversely if we consider any integer $[(\mathrm{m}, \mathrm{n})]$ with $n<m$, then by definition of order relation on $N$, there exists $r$ in iv such that $m=n+r$. Then $m+1=(n+r)+1=n+(r+1)=n+r^{+}$.
Therefore, $(m, n) \sim\left(r^{+}, 1\right)$. Hence, $[(m, n)]=\left(r^{+}, 1\right)$.
Hence the integer $[(m, n) \mid$ is the natural number $r$ (under the identification mentioned earlier). Hence there is a one-one correspondence between the set of all integers $[(m, n)]$ with $n<m$ and the set of all natural numbers. If we now consider $[(m, n)]$ with $m<n$, then $[(m, n)]=-[(n, m)]$

But $[(n, m)]$ since $m<n$, is identified with a natural number, we can identify $[(m, n)]$ with $-s$ where $s$ is the natural number identified with $[(n, m)]$. If we consider $[(m, n)]$ with $m=n$, we have seen that $[(m, n)]$ is written as 0 .

Given any integer $(m, n)$ in $I$, we know by the Trichotomy law in is that exactly one of

$$
m=n, m<n, n<m
$$

holds good. Hence given any integer $[(m, n)]$ it is exactly one of $0, I,-r$
where $I$ is a natural number. Hence $I$ can be written as

$$
\{\ldots,-n, \ldots,-3,-2,-1,0,1,2,3, \ldots, n, \ldots .\}
$$

Multiplication on I. Given $[(m, n)],[(I, s)]$ in $I$, define $[(m, n)] \cdot[(r, s)]=[(m \cdot r+n \cdot s, m \cdot s+n \cdot r)]$
Clearly, $[(m, n)] \cdot[(r, s)] \in I$. Hence

$$
i, j \in I \Rightarrow i \cdot j \quad I(\text { Closure law })
$$

..Iso, one can easily prove that (Prove!)
$\{[(m, n)] \cdot[(r, s)]\} \cdot[(u, v)]=[(m, n)] \cdot[(I, s)] \cdot[(u, v)]\}$
for all $[(m, n)\rfloor,[(I, s)],\lfloor(u, v)] \in I$. Hence
$i \cdot(j . k)=(i . j) \cdot k$ for all i,j,k in I
(,ssociative law of multiplication).
Further, : :e see that (Prove!)
$\lfloor(m, n)\rfloor \cdot\{\lfloor(I, s)\rfloor+\lfloor(u, v)\rfloor\}=\lfloor(m, n)] \cdot\lfloor(I, s)]+[(m, n)\rfloor \cdot\lfloor(u, v)]$
$\{[(r, s)]+[(u, v)]\} \cdot[(m, n)]=\{(I, s)] \cdot[(m, n)]+[(u, v)] \cdot[(m, n)]$
for all $[(m, n)],[(r, s)],[(u, v)]$ in $I$. Hence,
i. $(j+k)=i \cdot j+i \cdot k$
$(j+k) \cdot i=j \cdot i+k \cdot i$
for all i,j,k $\in \operatorname{I}$. (Listrivutive law of multiplication over addition).

A set $b$ with two binary operations denoted by '+' and '.' such that $S$ is an abelian yroup with respect to ' + ' and the binary cneration '.' satisfies closure law, associative law and distributive law, over '+' is called a Ring. Thus the set of integers is a ring with respect to addition and multiplication. he also see that

$$
[(m, n)\rfloor \cdot\lfloor(r, s)]=[(r, s)] \cdot[(m, n)]
$$

for all $[(m, n)]$, $[(r, s)]$ in I. Hence $i . j=j . i$ for every $i, j$ in $I$ (comsutative law). aring in which the oreration '.' is comnutative is called a commutative ring. !!ence the set of integers is a commutative ring. Noreover, for any $[(m, n)]$ in I

$$
\begin{aligned}
{[(m, n)] \cdot[(2,1)] } & =[(2: n+n, m+2 n)] \\
& =[(m, n)](\text { iny } ?)
\end{aligned}
$$

Śimilarly,

$$
[(2,1)] \cdot\lfloor(m, n)]=\lfloor(m, n)\rfloor
$$

Fote that the integer $[(2,1)]$ is icentifieu with ti:e natural number 1. Hence,

$$
\text { i. } 1=i=1 . i \text { for every in } I \text {. }
$$

(E:istence of identity with respect to multi:licati.n). lience, the ring of integers $h$ s a multiplicative identity.

Subtraction on I: Given two integers $i, j$ in I define

$$
i-j=i+(-j)
$$

'recall that if $j=[(m, n)]$, then $-j=[(n, m)]$
Then i-j $E$. Hence ' - ' is a binary operation on $I$. This opezation is called subtraction on $I$.

Positive and Heg.tive Integers: The integer $[(n, n)]$ in I is sadd to be a positive integer if $n<m .[(m, n)]$ in $I$ is said to be a ne:ative integer if $m<n$. Hence, given an integer either it is a positive integer or a nedative integer or is the integer O. By the identification we have already made,

$$
1,2,3, \ldots
$$

are positive integers whereas

$$
-1,-2,-3, \ldots
$$

are negative intcgers. we uenote the set of positive integers by $I^{+}$
and the set of negntive integers by $I^{-}$

## Order Helation on I:

Given wo integeIs $a, b$ in $I$, we define
$a>b$ if and only if $a-b$ is a positive integer.
Let $a=[(m, n)]$ hen $a>0$ iff $a-0$ is a positive integer.
But $0=[(1,1)]$. Ihen $a-0=[(n, n)]-[(1,1)]=[(m, n)]+[(1,1)]$
(winy) $=[(n+1, n+1)]$ Hence a-0 is a positive integeI iff
$n+1<m+1$ i.r. iff $n<m$. Hence
$n>C$ for $n=1,2,3,4, \ldots$
lience $a>b$ iff $a-b>0$
he define $a<b$ iff $b>a$.
lle trichutomy law: Given any two integers $a, b$ in $I$ exactly one of $a=b, a>b, \quad a<b$
holds good.
lIowf is left as an exercise.

## Exercise :

1. Prove cancellation law of multiplication of integers viz. $x, y, z \in I, z \neq 0, x \cdot z==y \cdot z \Rightarrow x=y$
2. Frove that for all $a, b, c$ in $I$
a) $\mathrm{a} \cdot 0=\mathrm{c} \cdot \mathrm{a}=0$
b) $a \cdot(-b)=-(a \cdot b)$
c) $\bar{a} \cdot(b-c)=a \cdot b-a \cdot c$
a. Irove that the optration of subtraction is not associative.
3. Vrove that (i) $(-a)+(-b)=-(a+b)$
(ii) (-c:) • (-b) $=a \cdot b$
4. Prove: If $a, b \in I$ anc $a \cdot b=0$, then either $a=0$ or $b=0$. ( 1 commutative Iing with multiplicative identity with the property $a \cdot b=0 \Rightarrow c=0$ or $b=0$ is called an Integral domain. Ihus, the set of integers is an Integral domain).
5. If $a, b, c, d, \in I$, prove
a) $-a>-c$ if $a<c$
b) $a+c<b+d$ if $a<b$ and $c<d$
c) $a<b+c \rightarrow a-b<c$
d) $a-b=c-c l \Longleftrightarrow a+d=b+c$
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7. Prove that if $a, b \in I$ and $a<b$, then there exists $c \in I^{+}$ such that $a+c=b$.
8. Prove the following if $a, b, c \in I$.
i) $a+c<b+c \leftrightarrow a<b$
ii) If $c>0, a . c<b . c \Leftrightarrow a<b$
iii) If $c<0, a . c<b . c \Leftrightarrow a>b$
9. Prove that there exists no integer $n$ such that $0<n<1$
(Hint: If possible let there exist an integer $n$ s.t $0<n<1$.
Let $m$ be the least such integer. Then $m<1 \therefore m \cdot m<m .1 \quad(\because m>0)$
$\left.\therefore m^{2}<m \therefore 0<m^{2}<m<1\right)$.

## THE RATILN,L RUMBER SYSTEM

Motivation : Having defined the set of integers I, addition and multiplication on $I$, we would like to see whether equations like $m x=n$ where $m$ and $n$ are integers have solutions for $x$ in $I$ ? If we consider the equation $2 x=-6$, it has a solution for $x$ viz. $x=-3$. However, the equation $3 x=5$ has no solution for $x$ in . Or, in other words, there exits no i in I such that $3 . i=5$. The cet of integers's/therčore inadequate or defective for finding out solutions of eque:ions of the form $m x=n, m, n \in I$. Hence we try to find a set 4 containing $I$ as a subset and in which every equation of the form $m x=n, m \neq 0$ has a solution. (Note that if $m=0$, then $0 . x=n$ forces us to conclude that $n=0$ ).

How do we go about such a task of finding a set c. Here again we take the help of an equivalence relation. i, consider the set of ordered pairs of integers $\{(m, n) \mid m, n \in I, n \neq 0\}$ and introduce a relation '~' as follows :

$$
\begin{aligned}
&(m, n) \sim(I, s) \text { if }: m s=n I \quad m, n, r, s, \in I \\
& n \neq 0, s \neq 0
\end{aligned}
$$

How we see why we have taken the second entries to be non zero. If we allow the seconc entry to be zerc, then b; definition $(1,0) \sim(0,0)$ and $(0,0) \sim(0,1)$ and if we want $' \sim$ ' to be an eluivalence relation, by transitivity, we get $(1,0) \sim(0,1)$ and hence $1.1=0.0$ i.e. $\quad 1=0$ which is absurd.
be can easily verify that ' $\sim$ ' is an equivalence relation. Let the set of all equivalence classes under this equivalence relation be denoted by 4 . Then 4 is called the set of rational numbers and each element of $C$ is called a rational numbor. be identify the integer $m$ with the rational number $[(m, 1)]$ by considering a map $\eta: I \rightarrow u$ defined by

$$
\eta(m)=[(m, 1)], m \in I
$$

Then,

$$
\begin{aligned}
\eta(m)=\eta(n) & \Rightarrow[(m, 1)]=[(n, 1)] \\
& \Rightarrow m \cdot 1=n \cdot 1 \Rightarrow m=n
\end{aligned}
$$

Hence $\eta$ is a $1-1$ map. Thus $I$ can be considered as a subset of Q. We will see later when we define addition and multiplication as $Q$ that these operations are indeed extensions of addition and multiplication of integers.

$$
\text { We witite the rational number }[(m, n)] \text { as } \frac{m}{n} \text { or } m / n \text {. }
$$

addition and inultiolication on $q$
For $[(m, n)],[(r, s)] \in U$ we define

$$
[(m, n)]+[(r, s)]=[(m s+n r, n s)] \in Q
$$

and $[(m, n)] \cdot[(r, s)]=[(m n, r s)] \in Q$
Hence +, . are binary operations on $\mathbf{U}^{\text {. If }}$ in particular $[(m, n)]$ and $[(r, s)]$ are integers then we can take $n=1$ and $s=1$.
$[(m, 1)]+[(r, 1)]=[(m+n, 1)]$
$[(m, 1)] \cdot[(I, 1)]=[(m n, 1)]$
and hence the addition and multiplication of rational numbers is an extension of the addition and multiplication of integers.

Properties of addition and multiplication of rational numbers :
For $[(m, n)],[(r, s)],[(u, v)] \in Q$

1. $\lfloor(m, n)]+[(r, s)] \in U$
i.e. $p, a \in Q \Rightarrow+q \in Q \quad$ (Closure law of addition)
2. $\{[(m, n)]+\lfloor(I, s)]\}+[(u, v)]$
$=[(m, u)]+\{[(r, s)\}+[(u, v)]\}$
i.e. $(p+q)+r p+(q+r)$ for all $p, q, r$ Eq.
(Associative law of addition).
3. $[(m, n)]+[(0,1)]=[(m, n)]$
$[(0,1)]+[(m, n)]=[(m, n)]$
$[(m, n)]+[(r, s)]=[(m, n)]$
$\because[(m . s+n \cdot I, n s)]=[(m, n)]$
$\Rightarrow(\mathrm{m} . \mathrm{s}+\mathrm{n} . \mathrm{r}, \mathrm{n} . \mathrm{s}) \sim(\mathrm{m}, \mathrm{n})$
$\Rightarrow(m \cdot s+n \cdot r) \cdot n=m \cdot n=s$
$\Rightarrow m \cdot s n+n^{2} \cdot r=m \cdot n \cdot s$
$\Rightarrow m \cdot n \cdot s+n^{2} r=m \cdot n \cdot s$
$\Rightarrow n^{2} r=0$
$\Rightarrow r=0$ since $n^{2} \neq 0$ (Recall that we have proved that $a \cdot b=0$

$$
a=0 \text { or } b=0 \text { in } I \text { ) }
$$

$\lfloor(I, s)\rfloor=\lfloor(0, s)\rfloor=\lfloor(0,1)\rfloor$
Note that the integer 0 is identified with the Iational number $[(0,11]$.
Hence there exists a unique rational 0 such that
$p+0=p=0+p$ for every $p$ in $Q$.
(Existence of identity element w.I.t. acidition).

$$
\text { 4. }[(m, n)]+[(-m, n)]=\left[\left(0, n^{2}\right)\right]=[(0,1)]=0
$$

$$
[(-m, n)]+[(m, n)]=\left[\left(0, n^{2}\right)\right]=[(0,1)]=0
$$

nlso,

$$
[(m, n)]+[(I, s)]=0
$$

$$
\Rightarrow[(\mathrm{m} \cdot \mathrm{~s}+\mathrm{n} \cdot \mathrm{r}, \mathrm{~ns})]=[(0,1)]
$$

$$
\Longrightarrow(\text { mi.s n.r.n.s }) \sim(0,1)
$$

$$
\Longrightarrow m \cdot s+n \cdot r=0
$$

$\longrightarrow$ n.I $=-\mathrm{m} . \mathrm{s}$
$\Longrightarrow(r, s) \sim(-m, n)$
$\Longrightarrow[(I, s)]=[(-m, n)]$
hence given $p \in \mathcal{C}$, there exists a urinue $a \in G$ such that

$$
p+q=0=q+p
$$

(Existence of adiditive inverse).
5. $[(m, n)]+[(r, s)\}=\{(m . s+n \cdot r, n . s, j$

$$
\begin{aligned}
& =[(s \cdot n+I \cdot n, s n)] \\
& =[(1 \cdot n+s \cdot m, s \cdot n!] \\
& =[(r, s)]+[(n, n)]
\end{aligned}
$$

Hence, $p+q=q+p$ for all $\mathrm{p}, \mathrm{q}$ in Q .
(Comnutativity of addition).
6. $[(m, n)] \cdot[(r, s)] \in Q$
i.e. $p, 4 \in \mathcal{C} \Rightarrow p \cdot q \in L$ (Closure law of multiplication).
7. $\{[(m, n)] \cdot[(r, s)]\} \cdot\{(u, v)\}$
$=[(m, n)] \cdot\{[(r, s)] \cdot[(u, v)]\}$
i.e. (p.q).r $=p .(q . r)$ for all p,q,r in $u$.
( (ssociative law of multiflication).
8. $[(m, n)] \cdot[(1,1)]=[(n, n)]$
$[(1,1)] \cdot\{(m, n)\}=[(m, n)]$
Also, $[(m, n)] \cdot[(I, s)]=[(-, n)]$
$\cdots \Rightarrow[(m I, n s)]=[(m, n)] \Rightarrow m I n=m s r \Rightarrow r=s \Rightarrow\lfloor(I, s)\rfloor=[(1,1)]$
Cbserve that the integer 1 Es identified :ith the rational number $[(1,1)]$. Hence there exists a unique rational number 1 s.t. $p .1=p=1 . p$ for all p in c
(Existence of identity w.r.च. -ultiplication)
9. If $[(m, n)] \neq 0$ (i.e. if $\cdots=0$ ) then
$[(m, n)] \cdot[(n, m)]=[(m n, r]=[(n n, n)]=[(1,1)]=1$
and $[(n, m)] \cdot[(m, n)]=[(n m,=n)]=[(m n, m n)]=\lfloor(1,1)]=1$
Also,
$[(m, n)] \cdot[(r, s)]=1$
$\Rightarrow[(m r, n s)]=[(1,1)] \Rightarrow n r=n s \Rightarrow r m=s n \Rightarrow(r, s)]=[(n, m)]$.
Thus, given $p \neq 0$ in $\psi$, therミ exisis a uniaue $q$ in $u$ s.t.

$$
p \cdot q=1=q \cdot p
$$

(上xistence of multiflicative inverse of non zero elements).
10. $[(m, n)] \cdot\{[(\mathrm{r}, \mathrm{s})]+[(u, \because)]\}$
$=[(\mathrm{m}, \mathrm{n})] \cdot\{(\mathrm{r}, \mathrm{s})]+\{(\mathrm{n}, \mathrm{n})\} \cdot[(\mathrm{u}, \mathrm{v})\rfloor$ (Prove!)
$\{[(r, s)]+[(u, v)]\} \cdot[(=, a)]$
$=[(r, s)] \cdot[(m, n)\}+[(r, s)] \cdot[(u, v)]$ (Prove!)
i.e. $p \cdot(q+r)=p \cdot q+p \cdot r$
$(q+r) \cdot p=q \cdot p+r \cdot p$, for $a I 1 p, q, r \quad Q$
(Distributive law of multiplization over adition).
A comutative ring ( $\mathrm{R},+$, .) aith a multiplicative icientity, in which every non zero eloment nes a unique inverse w.r.t. the operation '.' is called a Field. Thus the set of rational numbers $Q$ is a field.

## Subtraction and Livision on $6:$

Subtraction '-' and the eivision ' $\div$ ' are defined as follows:
$[(m, n)]-[(r, s)]=[(m, n)!+[(-r, s)]$
for all $[(m, n)],[(r, s)]$ in $u$
$[(m, n)] \div[(r, s)]=\lfloor(m, n)] \cdot[(s, r)]$
for all $[(\pi, n)],[r, s)] \neq 0$ in $c$.

## Orcier ilelation on U :

We say that a rational number $[(m, n)]$ is \%ositive if m.n is a positive integer. Given two rational numbers $[(m, n)]$ and $[(r, s)]$ we define $[(m, n)]>[(I, s)]$ if $[(m, n)]-[(I, s)]$ is a positive rational. Ihen we see that a rational $[(m, n)]>0$ iff $[(m, n)]$ is a positive rationd and that given two rationals p,c! $\in \mathbb{U}$.
$p>q$ iff $p-q>0$
We define $p<q$ iff $q>p, \quad p, q \in \mathbb{Q}$.
Ihen we can verify that ${ }^{\prime}>{ }^{\prime}$ is transitive but neither reflexive nor symmetric. Further given $p, q \in Q$ exactly one of

$$
p=q, p>q, p<q
$$

holds good (The Irichotom; law). Hence $L$ is an ordered field.

## Exercises:

1. Show that aciition and multiplication are well defined on W.
2. Frove associate laws of addition and multiplication on C .
3. Prove Listributive law of multiplication over acidition on $Q$.
4. Prove the Trichotomy law on $\mathbf{Q}$.
5. Prove that if $x$ and $y$ are positive rationals lith $x<y$ then $\frac{1}{y}>\frac{1}{y}$.
6. Prove that if $x$ and $y$ are rational numbers with $x<y$, then there exists a rational nuriber $z$ s.t. $x<z<y$.
7. Jrove that if $x$ and $y$ are lusitive rationals, there exists a positive integer $p$ such that $p x>y$.
8. Prove that if $x, y \in \mathcal{Q}$ and $x \cdot y=0$, then either $x=0$ or $y=0$. 9. If $x, y, z \in \mathcal{L}$ prove
a) $x+z<y+x \Leftrightarrow x<y$
b) when $z>0, x z<y z \Leftrightarrow x<y$
c) when $z<0, x z<y z \Leftrightarrow x>y$
9. Piove that if $a$ and $b$ are positive rationals with $a<b$, then $a^{2}<a \cdot b<b^{2}$.

## IHE REAL IUMBER SYSTEA:

Motivation: Let us recall what we have done so far. axiomatically, we uefined the system of natural numbers $N$. Then noting that given any two $m, s \in H, m+x=s$ may not have a solution in $N$, me constructed a set $I$ of integers containing $N$ as a subset, in which the equation $m+x=s, m, s \in I$ has always a solution in I. Then ve ocserved that che equation $m x=s, m, s \in I, m \neq 0$ does not always have a solution in $I$, we constiucted a set $\psi$ of rationals containing $I$ as a subset such that $m x=s, m \neq 0, m, s \in \mathcal{L}$ almays has a solution in $Q$. Having constructed the system of rational numbers $C$, we ask ourselves whether $U$ has any inacequacy or defect as observed earlier in case of If and I. In fact, the situation in $G$ is not about a sirgle defect, but about plenty of defects. For example, just to give a fc: :

1. The equation $x^{2}=2$ has no solution in (i. Similarly the equations $x^{2}=3, x^{2}=5, x^{2}=7, \ldots, x^{3}=2, x^{3}=3, x^{3}=5, \ldots$ have no solution in $C$.
2. The circumference $\pi$ of a circle with unit diameter is not a rational number. In fact, even $\pi^{2} \notin i, \pi^{3} \notin 4, \pi$ coes not satisfy any polynoriial equation over $l$.
3. $\operatorname{Lim}_{n \rightarrow a,}\left(1+\frac{1}{n}\right)^{n}, n \in I^{+}$is not a rational number tho ich each term $\left(1+\frac{1}{n}\right)^{n}$ is a rational number.

Hational_̇cale: Consider a line L. Fix one of its points anc latel it as zero. Using a proper scale (i.e. b. choosing a unit) attach non zero elements of $Q$ to the points on this line. Call the points of $L$ attached to a ratiunal number as a rational point. This line $L$ is called a rational scale. we will now see that not every point of the line $L$ is a rational point. For this consider a line L' parallel to L at a distance of 1 unit. Choosing 0 as centre, draw a circle $C$ vith radius equal to 2. Let the circle $C$ cut the line $L$ ' at $F$ as shown.


Drop a perpendicular $f$ fini. $F$ on L. lote that $O T=\sqrt{3}$ and hence is not a rational number. ifence $I$ is not a ratinnal point. ience there are !oints in $L$ whic.. are not ratiunil points. LI in cother worls theze are some gaps an the raticnal scale L. The real number system is cunstructed in süch a way that there is no gap on the rational scalc. (Ir in otwe worcis, each real numbe can bereresented as a point on the line i and conversoly nach roint on the line $L$ zurresnnts a real number. The methoc used for the rerpose is known as metuod ci Leril!ind cuts. Hovever, we mill not ciiscuss Leciliind cuts hore. The set of raticnals $Q$ can be imbedded in h, the set of real numbers. Fsllowing Lecikiz:'s construction of $K$ one $c a n$ show that $R$ is a ficlu. lureover as in cose of we wan introuce an orter relution on ${ }^{\prime}$ anc this ofus=ing satisfies the follo:ing two prorerties in ar ciition to the lrichetamy law。

1. Lensity roperty : Fc=each $r, s \in \mathbb{H}, I<s$, there exists $t \in \mathcal{C}$ such thot $I<t<s$.
2. Archimeifean monerty : For each $2, s \& \|^{+}$, with $I<s$, there exists $n \in I^{+}$sueh that $n r>s$.

In acuition to the above rifonerties, the set of real
numbers alsc has completnness rirnerty viz. "Every non empty subset of k buuncied below has a greatest lower bound in $k$ and every non empty subset of is bounaed above has a least urper bound in k". Ihus, the real number system $K$ is a complete orured field.
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## VECTCR ALGEBRA

Introduction: The study of vectors is greatly motivated by problems of a physicist, and engineer and a geometor. The vector methocs in the hands of an applied scientist is an effective and elegant tool wiich brings about economy of computatiun (which is otherwise messy and laborious) and grace. The notion vectors and their methods are being used in a variety of branches of knowledge mechanics, electricity and magnetisw, engineering to mention a fer: well known ones.

The oriuin of this branch of mathematics can be traced to early attempts to find geomet=ic representation of imaginary algebraic quantities, which are revealed in the borks of a Savizan lrcfsssor, John Wallis (1616-170ミ), a Worbegian surveyor - Caspez hassel (1745-181ध) and J.l...inga:e. .inllian iovan fiamilton (180518ヒ5), an LIish hoyal ostronumez of the University of Lublin invented what are called as mut:ternions whose alofura is colyarable o that of veretors, eut ihich is a gen ri.lisation of vectirs $1 n$ some sense. Vector algebra, like uuaternions, can be considered as a branch of 'hulizile algerr' ' Herman lirassmar's (1809-1877) - a Gcman mathemitician, Great vork is specially concerned with vector algebra. F=ofessor J.i..Gibb's (1839-1903) vector algebra is based on the fundamenta: ideas of both Grassman and iamilton and is founc in most texts dealing with this subject.

## Basic terminoloay and notations :

Representing a vector-llotations
. vector has $b$, th magrituse and direction. It is represented by a directed segrment as shown ir: Fion. 1.


This vector is denoted by $\overrightarrow{O_{A}}$. The arrow shows the direction and $\therefore$ he length $0 . \therefore$ is the macinitude of the vector C .

O is the initial point (or the tail) ad $x$ is the end point (or the terminus) of $\overrightarrow{\mathrm{Ci}_{1}}$. The magnitude of $\overrightarrow{\mathrm{OA}}$ is denoted by $\left|\overrightarrow{O_{i}}\right|$. By defnition, the magnitude of a vector is always a nonnegative real number ie. $|\overrightarrow{C M}| \geqslant 0$ always.

A vector is also represented by the notation $\vec{a}$, a being the magnitude of the vector. The vector $\dot{a}$ is remresenteci by a directed segment of length a drawn in the direction of the vector as in Fig. 2 . The magnitude of a is uenotec by $\overrightarrow{\text { al }}$ or a (without arrow-heac).


The magnitude of a vector a is also called its length. Unlike $\vec{a}$ which is a vector, $\mid \overrightarrow{|c|}$ is a scalar (or a number).

Mote :

1. A directed-segment being ai part of a straight line, the straight line itself is called the support of the vector.
2. Any two directed segments of the same len th drawn in the same direction represent the same vector.
Such vectors are called free-vectors.
3. In contrast two vectors which are treated as different from each other even if they are represented by th: directed segments of equal length, drawn in the same direction, are called bound vectors. 4. In the course vectors are considered are free-vectors.
4. In representing a free-vector, any point of the plane can be taken as the initial point of the uirecteu-segment.
5. Any two vector $c$ an be represented by directed segments with the same initial point, without loss of generality.
6. Collinear Vectors : Vector represented by ciirected segments which are parallel (or along the same line) are called collinear vector. Vectors which re not collinear are called non-collineur vectors.

Consequently, any two collinear vector have either the same direction or opposite directions, and


In Fig. 3, the vectors $\bar{x}, y$ and (i) $\widehat{x}$ and $\widehat{y}$ have the same cirection. Such vectors are called like-vectors.
(ii) $\bar{x}$ and $\bar{z}$ (or $\bar{y}$ and $z$ )have opposite directions. Such vectors are called unlike-vectors.

Any two collinear vectors are either like-vectors (ie. have the same direction) or unline-vectors (ie. have opposite directions).

for 4


Vectors shown in Fig. 4 are non collinear vectors. (i.e. no two of them have the same or opposite directions).

Note: 1. sin" two like vectors differ in their magnitudes.
2. Equality, zero vector, negative of a vector and unit vector and scalars.
i) Two vectors $\bar{a}$ and $\bar{b}$ 'having the same magnitude and direction are called equal vectors and we rita $a^{\prime}=b^{\prime}$.
ii) " vector whose macmitucse is zero is college the zero vector denoted by 0. Its direction is undefined. Consequently, the zero vector cannot be represented by a directed segment.

A vector $\vec{a}$ which is not $\overrightarrow{0}$ is called a proper or non zero vector. However, ve use 0 to denote the zero vector as well in these . .
iii) Given a vector $\vec{a}$, the vector having the same macnitude as a but opposite direction of $a$ is called the negative of a denoted by - -a.

A vector and its negetive are refresented by two-directed segments of equal length, arawn in opposite direction as shown in Fig.5.

$-\vec{a}$
$i \because l$ Given a vector $\vec{a}$, a vector wich has unit magnituce anci is collinear to a is called a unit vector alona $\vec{a}$.

A unit vector is essentially one having unit magnituce (i.e. on magnitude is 1 ). We denote a unit vector by $\hat{a}$.
Then $|\hat{a}|=1$

$\vec{a}$ and $\vec{b}$ ar both unit vectors along $a$.
hote:
(i) A vector $\vec{a}$ and its negative $-\vec{a}$ are unlike vectors. Therefore, they are collinear vectors.
(ii) vector a and $u$ unit vectur $\vec{a}$ along a are collinear vectors.
(iii) Scalars have magnitude only (but no cirection). They are
merely real numbers.

## CDerations on Vectors :

Lefinition: Let $\bar{a}=\overline{0} A$ and $\vec{b}=\overrightarrow{A B}$ be wo vectors. Then the vector represented by $\overrightarrow{O B}$ is calleu the sum of $\vec{a}$ and $\bar{b}$.
Then we vrit: $\overrightarrow{C B}=\vec{a}+\vec{b}$.
In other worls, $\overrightarrow{O_{A}}+\overrightarrow{A B}=\overrightarrow{C B}$.

Multiplication of a vector by a Scalar - Scalar multiple of a vector.
definition: Let $\vec{a}$ be vector and $k$ al real number. a vector $\vec{b}$ which is collinear with a having the magnitucle $|k||a|$ (ie., |k| times the magnitude of $\vec{a}$; is called a scalar multiple of $\vec{a}$ by $k$. we then write $\vec{b}=k \vec{a}$.

If $K>0$, a anti $b$ are like vectors fig. $7(i)$ and if $k<0$, $\vec{a}$ and $\vec{b}$ are unlike vectors.



1.ote:
(1., 7 ii)
f., $7(\overline{i n}$,
i) In particular, $\overrightarrow{0}$ is a scalar multi: le of any vector a since $\overrightarrow{0}=0 \vec{a}$.
ii) If $\bar{a}$ and $\vec{b}$ are proper collinear vectors, then one is a scalar multiple of the other ie. $\bar{b}=k$ for some secular $k$.
iii) Ccaverscly, if $\vec{b}$ is a scalar multiple of $\vec{a}$, then $\vec{a}$ and $\hat{b}$ are collinear vectors.
iv) Each vector a is a scalar multiple of itself since we can write $\vec{e}=1 \vec{i}$.

He summarise the properties of $v=c t o r$ audition and multiplication of a vector by a scalar.

Let $V$ denote the set of ill vectors. Then,

1. vector addition is a binary operation on $V$. ie. for $\vec{a}, \vec{b}(-V, \vec{a}+\vec{b} c V$.
2. $\vec{a}+\vec{b}=\vec{b}+\vec{a}$
3. For $\vec{a}, \vec{b}, Z(V,(\vec{a}+\vec{b})+\vec{c}=\vec{a}+(\vec{b}+\bar{c})$
4. For $\vec{a}\left(\dot{C} v\right.$, the zero vector $O^{\prime}$ 'satisfies $\vec{a}+\overrightarrow{0}=\ddot{a}=\overrightarrow{0}+\vec{a}$
5. For each $a \in V,-a \in V$ has the property $\vec{a}+(-\vec{a})=0=-\vec{a}+\vec{a}$. $-\vec{a}$ is callea the negative of $\vec{a}$.
6. multinlication of a vector by a scalar is a binary operation on V. i.e. for any scalar $m$ and $\vec{a}(-V, m \vec{a} \in V$.
7. For any scalars $m, n$ and vector $\vec{a}$

$$
(m+n) \vec{a}=m \vec{a}+n \vec{a}
$$

8. $m(n \vec{n})=(m n) \cdot \vec{a}$
Q. For $\vec{a}, \vec{b} \in$ anci ally scalar $m$
$m(\vec{c}+\vec{b})=m \vec{a}+m \vec{b}$
9. $1 \vec{a}=\vec{a}$ for any vector $\bar{a} c \quad V$.
10. $0 \vec{a}=\overrightarrow{0}$ for any vector $\vec{a}-\quad V$.

Fosition vector of aoint w.r.t. anorioin :
Let $\bar{F}$ be a woint and 0 be the origin of referonce. Then the vector $\overrightarrow{C r}$ is callea the position vector of $\vec{F} \because \cdot \mathrm{r} . \mathrm{t}$. 0 as the origin.

Liven the rosition vectors of two points $P$ anc w w.r.t.
0 by $a=\bar{C} \bar{E}, b=\vec{a}$, then

$$
\vec{F} \bar{C}=\overrightarrow{O C}-\overrightarrow{C P}=\vec{b}-\vec{a}
$$

i.e. $\vec{F}_{\alpha}{ }^{\prime}=$ fosition vector of $\vec{l}$ - position vector of $p$
or $\overrightarrow{P C}=$ The position vector of the end- The position vector of the

fig. 8
In particular, the position vector of the oriqin is 0 alivays. Equivalencly, the position vector of a pointr.r.t. itself is $\overrightarrow{0}$.

Expressing a vector in terms of two given nun collinear vectors Linear independence and depentence of vectors.
i) Let $\vec{a}$ and $\vec{b}$ be two non collinear non zero vectors and $\vec{c}$ any vector in the plane of ' $\vec{a}$ ' and ' $\bar{b}$ '.
Taking $\overrightarrow{O A}=\vec{a}$ anu $\overrightarrow{C B}=\vec{b}$.
Let $\stackrel{\rightharpoonup}{P A}, \| b$ and $P B \| a$
as shown, where $\overrightarrow{\mathrm{CP}}=\vec{c}$.
Then $\overrightarrow{O_{i x}}$, and $\overrightarrow{O_{i}}$ are
collinear so that $\overrightarrow{C \Lambda_{1}}=x \cdot \vec{C} \vec{\Lambda}=x a$ for
Some scalar x. Similarly,
$\overrightarrow{O B}=y \overrightarrow{C B}=y \vec{b}$
for some scalar y (because
OB, and $O B$ are collinear
vectors.
Now $\vec{C}=\overrightarrow{C F}=\overrightarrow{O_{i}}+\overrightarrow{A_{i} F}=x \vec{a}+y \vec{b}$ $x$ and $y$ being scilars.

fig. 9

Then we have $\vec{c}=x \vec{a}+y \vec{b}$.
Definition: (1) $\times \vec{a}+y \vec{b}$ is called a line combination of $\vec{a}$ and $\vec{b}$, $\therefore, y$ being oculars.

We have prover the following result - Given two non-collinear vectors, any vector in the plane of the given vectors can be expressed as a linear combination of the given vectors. In particular we can write $\vec{a}=1 \vec{a}+0 \vec{b}$ and $\vec{b}=0 \vec{a}+1 \vec{b}$.
ii » If $\vec{a}$ and $\breve{b}$ are non-colline: vectors and $x \stackrel{\dddot{a}}{ }+y \vec{b}=0$, then $x=y=0$ and conversely
a) Let $\vec{a}$ and $\vec{b}$ be non collinear vectors and $\vec{a}^{2}+y \vec{b}=0$. he have to prove that $x=y=0$. Let if possible $x \neq 0$.
Then $\times \vec{a}+y \vec{b}=0 \quad \Longrightarrow \quad x a=-y \quad b$
or $\vec{a}=\left(-\frac{y}{i}\right) b=k b, k=-y / x$
Hence $\vec{a}$ and $\vec{b}$ are collinear contrary to the assumption that $\vec{a}$ and $\vec{b}$ are non collinear.
(b) Conversely, assume that $x \vec{a}+y \vec{b}=0$ implies $x=y=0$. We need to prove that, $\vec{a}$ and $\vec{b}$ are non collinear. Contrarily if we assume that $\vec{a}$ ard $\vec{b}$ are collinear, then $\vec{a}=K \vec{b}$ for some $K$. Then $x \vec{a}+y \vec{b}=0$ becomes $(x K+y) b=0$

$$
\Rightarrow x k+y=0
$$

Contradicting the assuription that $x \vec{a}+y \vec{b}=0 \quad x=y=0$
Definition (2) : Two vectors $\vec{a}$ and $\vec{b}$ are said to be linearly indepencent
if $x \vec{a}+y \vec{b}=0$ implies $x=y=0$
In the light of what is already proved, we have - two (nonzero) vectors are linearly independent if and only if the are non-collinear.

Uefinition (3) : Two vecturs a and $b$ are linearly dependent if they are not linearly indepencent. Then $x a+y b=0 \neq \Rightarrow x=y=0$. Equivalently $x \vec{a}+y \vec{b}=0$ implies that atleast one of $x$ and $y$ is non zero.

Consequently, two collinear vectors are linearly dependent.
iii) If $\vec{a}$ and $\vec{b}$ ' are non-collinear vectors and $\vec{c}$ is any vector in the plane of $\vec{a}$ and $\vec{b}$, then $\vec{c}=x \vec{a}+y \vec{b}$ and $x, y$ are unique real numbers.

The first part that $\vec{c}=x \vec{a}+y \vec{b}$ for real $x, y$ in already proved.
We prove that $x, y$ are unique. Let if possible,
$\vec{C}=x \vec{a}+y \vec{b}=x^{1} \vec{a}^{\prime}+y^{\prime} \ddot{b}^{\prime}$
Then, $x \vec{a}+y \vec{b}=x^{1} \vec{a}+y^{1} \vec{b}$
i.e. $\left(x-x^{1}\right) \vec{a}+\left(y-y^{1}\right) \vec{b}=0$

But $a$ and $b$ are non collinear.
Therefore, $x-x^{1}=0=y-y^{1}$ or $x=x^{1}$ and $y=y^{1}$.
Hence $x$ and $y$ are unique real numbers.

The concepts of linear dependence and indepencience can be extenoed to more than two vectors.

Three vectors $\vec{e}, \vec{b}, \vec{c}$ are said to be linearly independent of $x \vec{a}+y \vec{b}+z \vec{c}=0$ where $x, y, z$ are scalars, inimies $x=\jmath=z=0$.

The vectors $\bar{a}, \bar{b}, \quad \bar{c}$ are linoarly dependent if they are not Linearly indepencient. Consequently, $\widehat{a}, \vec{b}, \bar{c}$ are linsarly dependent if $x \vec{a}+y \vec{b}+z \vec{c}=0$ implies that not all $x, y$, $z$ are zero. (i.e. $x \vec{a}+y \vec{b}+z \vec{c}=0 \quad x=y=z=0$ ).

In the light of the results, he have proved

1. .ny three coplanar vectors are linedrly dependent.
2. wny three vectors which ao not lie in a single plane are linearly indepencent.

Vectors in the Cartesian Plane - $n^{2}$ and the Cartesian Snace-n $n^{3}$ :
i) Position vectors in $n^{2}$
a point $F$ in the Cartesian plane $n^{2}$ is iuentified by its coordinates $(x, y)$ and we wite $f=(x, y)$.
Let $i$ cienote the unit vector $\overrightarrow{U_{i}}$ along the $x$-axis and $j$ denote the unit vector $O B$ alone the $y$-axis. Urawing Ell. $\perp$ to ax and FH $L_{\text {oy }}$

Since $\mathrm{F}=(x, y), \mathrm{CH}=\mathrm{x}, \mathrm{CH}=\mathrm{y}$
lhen $\overrightarrow{U H}=x \hat{i}, \overrightarrow{U H}=y{ }^{j}$
$\overrightarrow{C F}=\overrightarrow{C R}+\overrightarrow{\vec{Q}}=\overrightarrow{C H}+\overrightarrow{C H}=x \dot{i}+y \ddot{j}$
$O I=x i+y j$


Therefore, the position vector of $\mu=(x, y)$ is $x \hat{i}+j$. $(x, y) \rightarrow(x \hat{i}+y \dot{j})$ is a one-one corresponaence so that the position vector of $f$ can be taken as $(x, y)$ or $x \hat{i}+y \hat{j}$. In particular, $\hat{i}=1 \cdot \dot{i}+0 \cdot{ }^{-j}=(1,0)$ and $\hat{j}=0 \cdot i+1 \cdot j=(0,1)$.
ii) position vectors in $R^{3}$
"point $F$ in the cartesian space $-\mathbb{R}^{3}$ is identifiod by its coordinates $(x, y, z)$. Let $i, j$ and $k$ be the unit vectors along ox, oy and oz respectively.

Then taking $P=(x, y, z)$
$O L=x, O H=y$ and $C H=z$.
Hence $\overrightarrow{O L}=x i, \overrightarrow{C H}=y \hat{j}, \overrightarrow{O H}=z \hat{k}$.
$\overrightarrow{C W}=\overrightarrow{O L}+\overrightarrow{L Q}=\overrightarrow{C L}+\overrightarrow{G i}=x i+y j$
$\overrightarrow{O P}=\overrightarrow{O C}+\overrightarrow{C H}=x i+y j+\overrightarrow{O W} \doteq x i+y \hat{j}+z \hat{k}$
Therefore, the position vector of $p=(x, x, z)$

is $\quad \bar{C} \bar{\prime}=x \hat{i}+y \hat{j}+z \hat{k}$.
$(x, y, z) \rightarrow x \hat{i}+y \hat{j}+z \hat{k}$ is a one-one correspondence so that the position vector of $y$ can be taken as $(x, y, z)$ or $x \ddot{i}+y \ddot{j}+z k$.
3. |uilicolar, $\hat{i}=1 \hat{i}+\hat{j}+0 \hat{k}=(i, 0,0)$

$$
\left.\begin{array}{rl}
j^{\prime} & =0 i+i j+0 i k
\end{array}=(0,1,0)\right)
$$

## Sumnary :

1. In $\mathbb{R}^{2}$, any point $p(x, y)$ has its position vector as $x \hat{i}+y \underset{j}{ }$. Thus the position vector of any point can be expressed as a linear combination of the unit vectors $\hat{i}$ and $\hat{j}$.
$\hat{i}$ and ${ }^{\prime} \hat{j}$ are called base vectors in $\mathrm{K}^{2}$. These base vectors are linearly indepenuent.
2. In $H^{3}$, any point $P(x, y, z)$ has its position vector $x \hat{i}+y \hat{j}+z \hat{k}$. Thus the position vector of any point can be expressed as a linear combination of the unit vectors $\grave{i}, j$ and $\hat{k}$. These unit vectors $\hat{i}, \hat{j}$ and $\widehat{k}$ are called base vectors in $R^{3}$. These base vectors are linearly independent.
3. Given the position vector $\overrightarrow{O F}=x \hat{i}+y \hat{j}+i \hat{k}$, the vectors $x \hat{i}, y j$ nd $z k$ are respectively called the $x$-component, the $y$-component and the $z$-component of the vector $\overrightarrow{C l}$.

Application of vector methods :

1. Show that the diagonals of a parallelogram bisect each other. Let the sides $\overrightarrow{C_{1}}$ and $\overrightarrow{C B}$ of the $\| \mathrm{gm}$, represent the vectors $\dot{\vec{a}}$ and $\overrightarrow{\mathrm{B}}$
respectively. Let the diagonals
intersect at L .
$\xrightarrow{\text { Now }} \vec{a}=\vec{a}+\vec{b}$ and $\overrightarrow{B_{n}}=\vec{a}-\vec{b}$
$\overrightarrow{B D}$ and $\overrightarrow{O U}$ are colinear. Likewise
Therefore, $\overrightarrow{C L}=n, \overrightarrow{u_{i}}=m(\vec{a}+\vec{b})$
and $\overrightarrow{B D}=\overrightarrow{B A}=n(\vec{a}-\vec{b})$
for some scalars $m$ and $n$.
In the triangle OSD, $\overrightarrow{C B}+\overrightarrow{E L}=\overrightarrow{O D}$. $\vec{b}+n\left(\vec{a}^{\prime}-\vec{b}\right)=m(\vec{a}+\vec{b})$

$\operatorname{loj} 12$
ie. $(n-m) \bar{E}+(1-n-m) \dot{E}=0$
Since $\dddot{a}$ and $\breve{b}$ are non-collinear (and therefore linearly independent)
vectors, the equation implies $n-m=0$, and

$$
n=m=V b_{n}
$$

$$
\dot{\overrightarrow{C i}}=y^{\prime} \overrightarrow{C C} \text { and } \overrightarrow{\mathrm{CD}}=\overrightarrow{\mathrm{B}}
$$

Taking the magnituces $C L=12 \alpha$ and $B D=1 / 2$ Bi. Hence the diagonals bisect : asch other.
2. Prove that the medians of a triangle are concurrent at a point which trisects each median. Let $\overrightarrow{C A}=\vec{a}$ and $\overrightarrow{U B}=\vec{b}$.
Let $C, D$ and $L$ be the $1 . i d$ points of the sides of the $\Delta k_{0}$ $0,1 B$ as shown in the figure. Let $A D$ and $B C$ intersect at $G$. Then $\vec{U}=12 \overrightarrow{L_{i}}=12 \vec{a}$ and
$\overrightarrow{O L}=12 \cdot \overrightarrow{O B}=12 \overrightarrow{\mathrm{E}}:$ By the mid point formula, $\overrightarrow{L B}=, 2(\vec{a}+\vec{b})$ (i) HO:: $\overrightarrow{C C}=\overrightarrow{O B}+\overrightarrow{B C} \quad \vec{B}=\overrightarrow{U C}-\overrightarrow{C H}$ or $\overrightarrow{B C}=y^{\prime} 2(\vec{a}-\vec{B}), \overrightarrow{B G}=m \overrightarrow{B C}$ for sem: scrilar m.


Therefore, the medians intersect at $G$.
Lastly, since $\overrightarrow{O G}=2 / 3 \overrightarrow{O E}$

$$
\mathrm{OG}=2 / 3 \mathrm{OL}
$$

$$
\text { or } C G / G E=2 / \text { or } O G: G E=2: 1
$$

Therefore, $G$ is a point of trisection of each median.
3. Grove fiat the mid points of the sides of any quadrilateral are the vertices of a parallelogram. Let $A, B, C, D$ in the vertices of a (仙urilateral with position vectors $\vec{a}, \vec{b}, \vec{c}$ and $\vec{d}$.
Leno: -ny the midi points of the sides by $f, 6, i, s$,
ta! king some point 0 as the origin
$\overrightarrow{O A}=\vec{a}, \overrightarrow{U B}=\vec{b}, \quad \overrightarrow{O C}=\vec{c}$ and $\overrightarrow{C D}=\vec{d}$.
$\overrightarrow{C l}=\frac{1}{2}(\vec{a}+\vec{b}), \overrightarrow{O Q}=\frac{1}{2}(\vec{b}+\vec{c})$
$\overrightarrow{O R}=\frac{1}{2}(\vec{c}+\vec{d}), \overrightarrow{O r}=\frac{1}{2}(\vec{a}+\vec{d})$.


$$
\begin{aligned}
& \text { ide. } B G=m(\vec{a}-h) \\
& \overrightarrow{C B}=\overrightarrow{C O}+\overrightarrow{B G}=\vec{b}+m(y 2 \vec{a}-\vec{b}) \\
& \text { or } \because \therefore=\frac{m}{2} \vec{a}+(1-m) \vec{b} \cdots \text { (ii) } \\
& \text { NEE: } \overrightarrow{A L}=\overrightarrow{O L}-\overrightarrow{U_{i}}=\frac{1}{2} \vec{b}-\vec{a} \\
& \text { caning } \overrightarrow{A G}=11 \cdot \overrightarrow{A B}=W\left(\frac{1}{2} \vec{r} \cdot-\vec{i}\right) \\
& \overrightarrow{O G}=\overrightarrow{U n}+\overrightarrow{A G}=\vec{a}+n\left(\frac{1}{2} \vec{b}-\vec{a}\right) \\
& \text { or } \overrightarrow{\mathrm{CB}}=(1-n) \vec{\lambda}+\frac{n}{2} \vec{b} \ldots \text { (iii) } \\
& \text { (in. ansi (iii) } \Rightarrow \overrightarrow{O G}={ }^{2} \frac{11}{2}+(1-n) \vec{b}=(1-n) \vec{a}+\frac{11}{2} \vec{b} \\
& \Rightarrow \frac{m}{2}=1-n \text { ac } 1-n=\frac{n}{2} \\
& \therefore \quad n=n=2 / 3 \quad \therefore \overrightarrow{C G}=1 / 3 \quad(\vec{a}+\vec{b})=2 / 3 \overrightarrow{O E} \quad \ldots \text { frcmil (i) } \\
& \text { Hence did and OL are collinear. }
\end{aligned}
$$

$\overrightarrow{A C}=\vec{c}-\vec{a}$ (i) $\overrightarrow{C I}=\overrightarrow{C I}-\overrightarrow{C I}=\eta^{\prime} 2(\vec{c}-\vec{a}) \quad \ldots$ (ii)
and $\overrightarrow{O B}=\overrightarrow{O R}-\overrightarrow{O S}=y 2(\vec{C}-\vec{a})$
$\gamma 2 \overrightarrow{A C}=\overrightarrow{S K}=\overrightarrow{C P} \quad \quad \overrightarrow{P C} \| \overrightarrow{U K}$ and $|\overrightarrow{H C}|=|\overrightarrow{S K}|$
Hence Pulls is a parallelogram.
4. $A B C D$ is a quadrilateral, $L$ and $F$ are mid points of $E C$ and $C D$ respectively. Show that $E F$ is parallel to and half of $B L$.
Let $\vec{a}=\overrightarrow{O_{1}}, \vec{b}=\overrightarrow{O B}, \vec{c}=\vec{O}$ and $\vec{d}=\overrightarrow{O L}$.
$\overrightarrow{B L}=\overrightarrow{O L}-\overrightarrow{O B}=\vec{a}-\vec{b}-(i)$
$\overrightarrow{O E}=\frac{1}{2}(\vec{b}+\vec{c}), \quad \overrightarrow{O F}=\frac{1}{2}(\vec{c}+\vec{c})$
$\overrightarrow{E F}=\overrightarrow{O F}-\overrightarrow{O E}$.
or $\overrightarrow{E F}=\frac{1}{2}(\vec{a}-\vec{b}) \cdots(i i)$
(i) and (ii) $\Rightarrow \overrightarrow{\mathrm{EF}}=\mathrm{y} 2 \overrightarrow{\mathrm{EL}}$

Hence $\overrightarrow{E F} \| \overrightarrow{B L}$ and $\overrightarrow{E F}=y 2 \overrightarrow{B D}$.
fig. 15
5. If $\vec{a}, \vec{b}, \vec{c}$ are the position vectors of $A, B$, ana $C$, show that the position vector of the centroid of $\triangle A B C$ is $\frac{\vec{a}+\vec{b}+\vec{c}}{3}$
Let $E$ and $L$ be the mid points of $A B$ and $B C$.
Then $\overrightarrow{C E}=\gamma 2(\dot{\vec{a}}+\vec{b})$
$G$ being the centroid of $\Delta$, $B C$ Hence by section formula,

$$
\begin{aligned}
& \overrightarrow{O G}=\frac{\frac{1}{a} \overrightarrow{B C}+\frac{1}{2} \overrightarrow{a r}}{\frac{1}{2}+1} \\
& \overrightarrow{O G}=\frac{\vec{a}+\vec{b}+\vec{c}}{3}
\end{aligned}
$$


fig. 16
6. In a quadrilateral, the diagonals bisect each other. Show that the quadrilateral is a parallelogram.

Let $\vec{a}, \vec{b}, \vec{c}, \vec{d}$ in the position vectors w.r.t. 0 , of the vertices A, $B, C, D$ of $a$ quiariflateral.

If the diayonals bisect each other at $E$,

$$
\text { then } \begin{aligned}
& \overrightarrow{O E}=\frac{\overrightarrow{C A}+\overrightarrow{C C}}{2} \text { cr } \overrightarrow{C E}=\frac{\vec{a}+\vec{c}}{2} \\
& \overrightarrow{O E}=\frac{\overrightarrow{C \vec{F}}+\overrightarrow{C D}}{2}=\frac{\vec{b}+\vec{d}}{2} \therefore \frac{\vec{a}+\vec{c}}{2}=\frac{\vec{b}+\vec{a}}{2}
\end{aligned}
$$

Hence $\begin{aligned} \vec{a}+\vec{c} & =\vec{b}+\vec{d} \\ \vec{a}-\vec{b} & =\vec{d}-\vec{c}\end{aligned}$

$$
\overrightarrow{B A}=\overrightarrow{U C} . \quad \text { Hence } B A=L C \text { and } B A|\mid L C .
$$

Therefore, ABCD is a parallelogram.
7. $\vec{a}$ and $\vec{b}$ are the aujacent sides of a regular hexagon aBCLE. Express the remaining sides in terms of $\vec{a}$ and $\overrightarrow{\mathrm{b}}$.
Let $\overrightarrow{O A}=\vec{a}$ and $\overrightarrow{A B}=\vec{b}$.
Then $\overrightarrow{\mathrm{CB}}=\vec{a}+\vec{b}$

$$
\begin{aligned}
& \vec{C}=2 \vec{b} \\
& \overrightarrow{B C} \neq \overrightarrow{C C}-\overrightarrow{O B} \\
& \overrightarrow{B C}=\vec{a}-\vec{b},=\vec{b}-\vec{a}
\end{aligned}
$$

Since $\begin{aligned} \overrightarrow{C D} \\ \overrightarrow{C U}=-\vec{a}\end{aligned} \overrightarrow{\vec{O}}$ are equal and parallel,
11 ly $\overrightarrow{\mathrm{DE}}=-\overrightarrow{\mathrm{b}}$
and $\overrightarrow{E O}=-\overrightarrow{i C}=\vec{a}-\vec{b}$.
Hence $\overrightarrow{O_{0}}=\vec{a}, \overrightarrow{a B}=\vec{b}, \overrightarrow{B C}=\vec{b}-\vec{a}$,
$\overrightarrow{C D}=\overrightarrow{-a}, \overrightarrow{L E}=\overrightarrow{-b}$ and $\overrightarrow{E O}=\vec{a}-\vec{b}$.

8. Show that any three coplanar vector are always linearly dependent.

Let $\hat{\vec{a}}, \hat{b}$ and $\bar{c}$ be any three coplanar vector. If any two of these or all of them as collinear, then obviously they are linearly dependent. Suppose $\vec{a}$ and $\vec{b}$ are non collinear.
Then we can write $\vec{c}=m \vec{a}+n \vec{b}$ for some scalars $m$ and $n$.

$$
m \vec{a}+n \vec{b}-\vec{c}=0
$$

Then we have by definiziun of linear dependence, $\vec{a}, \vec{b}, \vec{c}$ are linearly dependent.
9. Show that for any point 0 , a system of concurrent forces represented by $\overrightarrow{C i}, \overrightarrow{C B}, \overrightarrow{C C}$ is equivalent to the forces represented by $\overrightarrow{U U}, \overrightarrow{U L}, \vec{U}, \dot{L}, \vec{E}$ being the mid points of $\overrightarrow{L C}, \overrightarrow{L_{A}}, \overrightarrow{A B}$ respectively.
Let $\overrightarrow{O n}=\vec{a}, \overrightarrow{O B}=\vec{b}, \overrightarrow{U C}=\vec{c}$
Then $\overrightarrow{O L}=\frac{\overrightarrow{\vec{r}}+\vec{c}}{\frac{2}{2}}, \quad \overrightarrow{O E}=\frac{\vec{c}+\vec{a}}{2} \quad, \quad \overrightarrow{O F}=\frac{\vec{a}+\vec{b}}{2}$

$$
\overrightarrow{O D}+\overrightarrow{O E}+\overrightarrow{O F}=\vec{a}+\vec{b}+\vec{c}=\vec{O}+\overrightarrow{O B}+\vec{\propto}
$$

10. D, E, F are the mid points of the sides $\overrightarrow{B C}, \overrightarrow{C A}$ and $\overrightarrow{A B}$ of $a$ triangle $A B C$. Show that the resultant of the three concurrent forces represented by $N L=\frac{2}{3} \overrightarrow{B E}$ and $\frac{1}{3} \overrightarrow{C F}$ is $Y^{\prime} 2 \mathrm{AC}$.
The medians are concurrent at $G(s a y)$
$\frac{\because}{3} \overrightarrow{B E}=\overrightarrow{B G}$ (by the property of the
Similarly, $\frac{1}{3} \overrightarrow{\mathrm{CF}}=\overrightarrow{\mathrm{CF}}$.
Now $\overrightarrow{O B}+\frac{2}{3} \overrightarrow{B E}+\frac{1}{3} \overrightarrow{\mathrm{CF}}$
$=\overrightarrow{\rightarrow \vec{D}}+\overrightarrow{\Delta G}+\overrightarrow{G F}$

$=\overrightarrow{A D}+\overrightarrow{B F}=\overrightarrow{A D}+\overrightarrow{F i}$ ( $F$ is the mid pt. of $A B$ )
$=\overrightarrow{F D}=\frac{1}{2} \overrightarrow{A C}$ since $\overrightarrow{F D}$ is $\|$ to $\overrightarrow{A C}$
and $\xi^{\prime} 2$ of AC .

## Self Test and Assignment :

1. Which of the following are Scalars and which ones are vectors?
a) weight,
b) specific heat,
c) density,
d) volume
e) speed,
f) calorie
g) momentum,
h) energy
1) density
j) magnetic field intensity,
k) work done
2) temperature.
2. $A B C$ is a triangle in which $\overrightarrow{A B}=\vec{c}$ and $\overrightarrow{A C}=\vec{b}, \overrightarrow{A D}$ is the bisector of $A$ meeting $\overrightarrow{E C}$ at $\vec{D}$. Express $\overrightarrow{A D}$ in terms of $\vec{b}$ and $\vec{c}$.
3. Show that $-6 \vec{a}+3 \vec{b}+2 \vec{c}, 3 \vec{a}-2 \vec{b}+4 \vec{c}, 5 \vec{a}+7 \vec{b}+3 \vec{c}$ and $-13 \vec{a}+17 \vec{b}-\vec{C} \quad$ are coplanar vectors.
4. ABCDis a quadrilateral in which $\dot{A B}=A D . \quad A X$ and $A Y$ bisect BAC and Li C respectively, meeting $E C$ and $C D$ at $X$ and $Y$ respectively. By vector method show that $X Y \| B L$.
5. If $\vec{a}=(2,3), \vec{b}=(-1, b)$ find (a) $2 \vec{a}+3 \vec{b}, b)|\vec{a}-2 \vec{b}|$ and c) a unit vector along $2 \vec{a}-\vec{b}$.
6. If $\vec{a}=(1,1,-1), \vec{b}=(4,1,2)$ and $\vec{c}=(0,1,-2)$ show that $(\vec{a}-\vec{b})=3(\vec{c}-\vec{a})$.
7. $\vec{a}$ and $\vec{b}$ are the adjacent sides of $a$ regular hexagon. Express the remaining sides and the diagonals of the hexagon items on $\vec{a}$ and $\vec{b}$.
8. If $\vec{a}$ and $\vec{b}$ are non collinear vectors such that $x \vec{a}+y \vec{b}=0$. Show that $x=y=0$.
9. If $\vec{a}, \vec{b}, \vec{c}$ are non coplanar vectors such that $x \vec{a}+y \vec{b}+z \vec{c}=0$, show that $x=y=z=0$.
10. Given $\vec{a}=(2,-1,1), \vec{b}=(1,3,-2), \vec{c}=(-2,1,-3)$ and $\vec{d}=(3,2,5)$ find $x, y, z$ such that
$\vec{d}=x \vec{a}+y \cdot \vec{b}+z \vec{c}$.
11. Find a unit vector along the resultant of $\vec{a}=2 i+4 j-5 k$ and $\vec{b}=i+2 j+3 k$.
12. $\vec{a}, \vec{b}, \vec{c}$ are non coplanar vectors find whether the vectors $2 \vec{a}-3 \vec{b}+\vec{c}, 3 \vec{a}-5 \vec{b}+2 \vec{c}$ and $4 \vec{a}-5 \vec{b}+\vec{c}$ are linearly independent or dependent vectors ?
13. $H_{i} F$ are the mid points of the vices of a $\triangle A B C$. prove $\underset{\rightarrow}{\text { that for any point } 0 \text { inside the } \Delta l e, ~}$ $\overrightarrow{O A}+\overrightarrow{O B}+\overrightarrow{O C}=\overrightarrow{O U}+\overrightarrow{O E}+\overrightarrow{O F}$

Woes the result hold if 0 is outside the $\Delta l e$ ?
14. ABCD is a parallelogram. $P$ and $w$ are the mid points of $B C$ and $C D$ respectively. Prove by vector method that $A P$ and $i Q$ trisect the diagonal BD.
15. Show that $\cdot \vec{a}=\left(a_{1}, a_{2}, a_{3}\right), \vec{b}=\left(b_{1}, b_{2}, b_{3}\right)$ and $\vec{c}=\left(c_{1}, c_{2}, c_{3}\right)$ are linearly independent iff

$$
\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|=0
$$
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## Multivlication of Vectors :

Scalar and Vector froducts of t::o vectors :

1. Scalar 1 reduct of t::o vectors :

Let $\vec{a}$ and $\vec{b}$ be t::0 vectors which incluce an an le $\theta(6 \leq \theta \leqslant T)$
we cefine the scalar :roduct
of $\vec{a}$ anc $\vec{b}$ by
$a \cdot b=|-||b| \cos \theta$


The rultiplication ciefined above is an cenさation on vectors is cilleu scalar multiplication of vectors.

The product is also called the dot procisct of a and $b$. liote :

1. $\vec{a}$. $\vec{b}$ is a scolar (i.e. a re.. 1 numper) anc not a vector.
2. If $\vec{i}$ ank 家 re perpenticular vectors, then $\cos \theta=0$
so that $\vec{c} \cdot \vec{b}=0$.
3. Conversely, if $\vec{a}, \vec{b}$ are non zero vectors such that $\vec{a} \cdot \vec{b}=0$,
then $\vec{a}$ anc $\vec{b}$ are at right angles.
4. innee $|\operatorname{cose}| \leqslant 1$ alyays, $|\overrightarrow{\vec{b}} \cdot \vec{b}| \leqslant|\overrightarrow{\vec{b}}|$.
5. If $E=0$ or $\pi$ the vectors are collinear. :ience if $\vec{e}$ anc $\vec{b}$ are cullinear then $|\vec{\sigma} \cdot \vec{b}|=|\vec{a}| \mid \vec{b}$ ance cunversely.
6. Since $\cos (-\vec{b})=\operatorname{los} E, \vec{a} \cdot \vec{b}=\vec{b} \cdot \vec{a}$
7. $\cdot \vec{a} \cdot \vec{b}=|\vec{a}| \cdot|\vec{b}|$ cise , $\cos c=\frac{\vec{a}}{|\vec{a}|} \cdot \frac{\vec{b}}{|\vec{b}|}$
8. For any vector $\vec{a}, \vec{a}, \vec{a}=|\vec{a}|^{2}$
an Interpretation of $\vec{a} \cdot \vec{b}$ :
Let ${ }^{\operatorname{ar}}$ b a force uncer which a particle on which it acts, moves through a displacerient $\vec{b}$.

(2)

$$
: 4 \equiv:
$$

Then the comis nent of the force
$\vec{a}$ in the cire＝ion of $\vec{b}=\overrightarrow{C K}$
and $\overrightarrow{C X}=1 \vec{a} \quad \cos \theta$
Then the $: 10$ ：$:$ one by the foree $\vec{e}$ in moving the particle through． the displacer．$=$ at $\vec{b}=|\vec{a}||\overrightarrow{C K}|$
$=|\vec{a}| \operatorname{cost} \mid \overline{=}=$
ta｜｜b｜$\quad$ asse $=a \cdot b$

（．3）
ii）If $\overrightarrow{\mathrm{C}_{n}}=\overrightarrow{\mathrm{e}}$ and $\overrightarrow{\mathrm{CB}}=\overrightarrow{\mathrm{b}}$ drunan
of $\vec{a}$ on $\vec{b} \cdot\left|C . .\left|=|\vec{a}| \cos i^{+}=\frac{\square}{=}\right| \vec{a}\right||\vec{b}| \cos \theta$
or the projeczion of $\vec{a}$ on $\cdot \vec{b}=\frac{\vec{a}}{\vec{Z}}(\vec{E} \cdot \vec{b})$
imilarly，tr＝！rojectiun of $\vec{b}=r \equiv=\frac{1}{|\vec{a}|:}(\vec{a} \cdot \vec{b})$
Combining theミき
The projecticr of $\vec{a}$ on $\vec{b} x \mid \vec{D}=\bar{\Xi} \cdot \overrightarrow{5}$
$=$（The projec：ion of $\vec{b}$ on $\vec{a}$ ）$\therefore$－
If $\vec{a} \perp \vec{b}$ ，tгeprojection of cre $\because \in こ=こ=$ on the other is zero．
CC：lar EICOUここ
be recall tna＝the unit vectors
i，j，k are mutuヨlly at right ancies， being the uni：vectors along the
$x$ ，the $y$ anu＝ne z－axes respectivミI $\because$ ．
Hence，we fir：
1．i $i=i^{2}=1$
2．$j \cdot j=j^{2}=1$
3．$k \cdot k=k^{2}=1$
i．$j=0$
$j \cdot k=0$
k．i $=0$


$$
\begin{equation*}
\bar{x} \tag{4}
\end{equation*}
$$

he put the above information in the multiplication table.

| $\cdot$ | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: |
| $i$ | 1 | 0 | 0 |
| $j$ | 0 | 1 | 0 |
| $k$ | 0 | 0 | 1 |

(The multiplication table for the dot products of $i, j$ and $k$ ).

## Properties of dot products :

i. For any three vectors $\vec{a}, \vec{b}, \vec{c}$

$$
\vec{a} \cdot(\vec{b}+\vec{c})=\vec{a} \cdot \vec{b}+\vec{a} \cdot \vec{c}
$$

Taking $\vec{a}, \vec{b}, \vec{c}$ as shown in the figure (5).
we observe that
$\overrightarrow{C H}=$ The projections of $\vec{\alpha}$ on a
$=|\vec{c}| \vec{c} \cdot(\vec{b}+\vec{c})$

(5)
..Iso $\overrightarrow{C N}=\overrightarrow{Q_{i}}+\overrightarrow{M N}=$ projection of $\vec{b}$ on $\vec{a}+$ projection of $\vec{c}$ on $\vec{a}$.
$=\frac{1}{|\vec{a}|}(\vec{a} \cdot \vec{b})+\frac{1}{|\vec{a}|}(\vec{c}, \vec{c})$
From (i) and (ii),

$$
\begin{align*}
& \frac{1}{|\vec{a}|} \cdot \vec{a} \cdot(\vec{b}+\vec{c})=\frac{1}{|\vec{a}|}(\vec{a} \cdot \vec{h})+\frac{1}{|\vec{a}|}(\vec{a}, \vec{c})  \tag{ii}\\
\Rightarrow & \vec{a} \cdot(\vec{b}+\vec{c})=\vec{a} \cdot \vec{b}+\vec{a} \cdot \vec{c}
\end{align*}
$$

This property is called the distributive property.
In general, $\vec{a} \cdot(\vec{b}+\vec{c}+\vec{a}+\vec{e}+\ldots)=$.
$\vec{a} \cdot \vec{b}+\vec{c} \cdot \vec{c}+\vec{a} \cdot \vec{c}+\vec{a} \cdot \vec{e}+\ldots$.
ii) It is already noted that
$\vec{a} \cdot \vec{b}=\vec{b} \cdot \vec{a}$ for any two vectors $\vec{a}$ and $\vec{b}$. this property is the commutative property.
iii) For any scalar $m$ and vectors $\stackrel{\rightharpoonup}{a}, \vec{b}$
$m(\vec{a} \cdot \vec{b})=(m \vec{a}) \cdot \vec{b}=\vec{a} \cdot(m \vec{b})$
iv) $0 \cdot \vec{a}=0$ for any vector $\vec{a}$.

## Summary of the properties :

i. $\vec{a} \cdot \vec{b}=\vec{b} \cdot \vec{b}$ for ary vectors $\vec{a}$ and $\vec{b}$.
2. $\vec{a} \cdot(\vec{b}+\vec{c})=\vec{a} \cdot \vec{b}+\vec{a} \cdot \vec{c}$ for any vectors $\vec{a}, \vec{b}$ and $\vec{c}$.
3. $m(\vec{n} \cdot \vec{b})=(m \vec{a}) \cdot \vec{b}=\vec{a} \cdot(m \vec{b})$
for any scal ar $m$ and vectors $\vec{a}$ and $\vec{b}$.
4. $0 \cdot \vec{a}=0$ for any vector $\vec{a}$.
5. If $\vec{a}$ anc $\vec{b}$ are non zero vectors, then $\vec{a} \cdot \vec{b}=0$ implies that $\vec{a} \perp \vec{b}$ and conversely,
6. $\vec{a} \cdot \vec{a}=\vec{a}^{2}=|\vec{a}|^{2}$ for any vector $\vec{a}$.
7. If $\vec{a}$ is a unit vector $\vec{a}^{2}=\vec{a} \cdot \vec{a}=1$.
8. For unit vectors $i, j, k$ which are mutually at right angles,
a) $i^{2}=j^{2}=k^{2}=1$
b) $i \cdot j=j \cdot k=k \cdot i=0$
5. The dot product of the position vectors of $t$ v:0 parts $\left(a_{1}, a_{2}, a_{3}\right)$ and $\left(b_{1}, b_{2}, b_{3}\right)$
$\vec{a}=a_{1} i+a_{2} j+a_{3} k$ and $\vec{b}=b_{1} i+b_{2}^{j}+b_{3} k$
$\vec{a} \cdot \vec{b}=\left(a_{1} i+a_{2} j+a_{3} k\right) \cdot\left(b_{1} i+b_{2} j+b_{3} k\right)$
$=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}$, using the distributive properties and the multiplication table for $i, j, k$.
Hence, $\vec{a} \cdot \vec{b}=\left(a_{1}, a_{2}, a_{3}\right) \cdot\left(b_{1}, b_{2}, b_{3}\right)=a_{1} b_{1}+a_{2} b_{2}+a_{3} b_{3}$
In particular,
$\vec{a} \cdot \vec{a}=a_{1}+a_{2}+a_{3}$
But $|\vec{a}|^{2}=\vec{a} \cdot \vec{a}$

$$
|\vec{a}|^{2}=a_{1}+a_{2}+a_{3}
$$

$|\vec{a}|=$ The magnituce of $\vec{a}=+a_{1}+a_{2}+a_{3}$
It is evident that

1. $|\vec{a}| \quad 0$ and
2. $|\dot{\vec{a}}|=0$ if and only if $a_{1}=a_{2}=a_{3}=0$ or $\vec{a}=0$.

## $: 48$

ii) The distance formula :
$\therefore=\left(x_{1}, y_{1}, z_{1}\right)$ and $y=\left(x_{2}, y_{2}, z_{2}\right)$ be any two points of $n^{3}$.
Then $\widehat{O_{i}}=\left(x_{1}, y_{1}, z_{1}\right)=x_{1} i+y_{1}^{j}+z_{1} k$
and $\overrightarrow{O B}=\left(x_{2}, y_{2}, z_{2}\right)=x_{2} i+y_{2} j+z_{2} k$
$\overrightarrow{A B}=\overrightarrow{O B}-\overrightarrow{O B}=\left(x_{2}-x_{1}\right) i+\left(y_{2}-y_{1}\right) j+\left(z_{2}-z_{1}\right) k$
Hence, $|\dot{A} \dot{A}|=$ the distance between $A$ and $B$
$=+\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+\left(z_{2}-z_{1}\right)^{2}}$
iii) The angle between two vectors $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$

Let $\vec{a}=\left(x_{1}, y_{1}, z_{1}\right)$ and $\vec{b}=\left(x_{2}, y_{2}, z_{2}\right)$
Then $\vec{a} \cdot \vec{b}=|\vec{a}||\vec{b}| \cos b, \vec{b}$ being the angle betwesf a ana $b$.
$\cos \theta=\frac{\vec{a} \cdot \frac{\vec{b}}{|\vec{a}| \cdot|\vec{b}|}}{\text { | }}$
$\operatorname{Cose}=\frac{x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2}}{\sqrt{x_{1}^{2}+y_{1}^{2}+z_{1}^{2}\left(x_{2}^{2}+y_{2}^{2}+z_{2}^{2}\right)}}$
Gives the angle between the vectors $\vec{a}$ and $\vec{b}$.
For vectors in $h^{2}$, =king $\vec{a}=\left(x_{1}, y_{1}\right)$ and
$\vec{b}=\left(x_{2}, y_{2}\right)$

$$
\begin{aligned}
& \text { i: } \vec{a} \cdot \vec{b}=x_{1} x_{2}+y_{1} y_{2} \\
& \text { ii: }|\vec{a}|=+x_{1}^{2}+y_{1}^{2} \\
& \text { iii) distance between }\left(x_{1}, y_{1}\right) \text { and } \\
& \sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}} \\
& \text { ivi } \operatorname{cose}=\frac{\frac{x_{1} x_{2}+y_{1} y_{2}}{\left(x_{1}^{2}+y_{1}^{2}\right)\left(\cdot x_{2}^{2}+y_{2}^{2}\right)}}{}
\end{aligned}
$$

The direction cosinesizatios of aline and anole bet: ectil tia vectors : Definition 1. Consiciey the vectors $\overrightarrow{O P}=(x, y, z)$. Let $\cdot x, \beta^{3}, \gamma^{\prime}$ be the angles which $\overrightarrow{\mathrm{Cf}}$ makes with the $x$, the $y$ and the z-axes respectively.

 Let $\quad \frac{u}{\cos t}=\frac{h}{c=i \beta}=\frac{i}{c+i}$
Definition $2 \cdot \vec{E}, \vec{b}$, $\vec{E}$ are called the erection ratios of $\vec{b}$
Fating $t=\cos ,{ }^{2},{ }^{11}=\operatorname{cospanc}, n=\cos t$
$l=\cos x=\frac{\left(x_{i}+y j+z E\right)}{\mid \overrightarrow{\vec{p} \mid}, i=\frac{x}{|\overrightarrow{0 p}|}, ~}$
Similarly, $m=\frac{y}{|\overrightarrow{\vec{p}}|} \quad$ and $n=\frac{z}{|\overrightarrow{0}|}$
However, $|\overrightarrow{\vec{l}}|=x^{2}+y^{2}+z^{2}$
Hence $1^{2}+m^{2}+n^{2}=\frac{x^{2}+y^{2}+z^{2}}{|C|^{2}}=1$

$$
\begin{aligned}
& \text { We have proved that the direction } \\
& \text { cosines } \frac{1}{2}, m, n \text { sat sty the equation } \\
& 1^{2}+m^{2}+n^{2}=1
\end{aligned}
$$



Given the direction ratios $\bar{a} b, c$ to fin the direction cosines of the vector OI.

$$
a / 1=b / m=c / n=k \quad(\operatorname{say})
$$

$$
a^{2}+b^{2}+c^{2}=k^{2}\left(I^{2}+m^{2}+n^{2}\right)=k^{2} \cdot 1=k^{2}
$$

$$
K=\sqrt{a^{2}+b^{2}+c^{2}}
$$

The ai-ection cosines $(1, m, n)=$

$$
\left(\frac{x}{\sqrt{x^{2}+y^{2}+3}}, \frac{y}{\sqrt{x^{2}+y^{2}+3^{2}}}, \frac{z}{\sqrt{x^{2}+y^{2}+3^{2}}}\right)
$$
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Note: If $\overrightarrow{\mathrm{CF}}=(x, y, z)$, then $x, y, z$ are the direction ratios of $\overrightarrow{\mathrm{CP}}$. 2 . The direction cosines of $\overrightarrow{C r}$ are

ミ. If $(1, m, n)$ are the direction cosines of $\overrightarrow{C F}$ any point on $C P$ can be taken as (lt, mt, nt) t being a real number.
angle of intersection of two vectors:
Let $\left(x_{1}, y_{1}, z_{1}\right)$ anu $\left(x_{2}, y_{2}, z_{2}\right)$ be tie vectors $\overrightarrow{C P}$ and $\vec{O}$ respectively and include an angle $\theta$.

Let $\left(l_{1}, m_{1}, n_{1}\right)$ ans $\left(l_{2}, m_{2}, n_{2}\right)$ be the direction cosine of $\overline{C P}$ and $\overline{C_{l}}$. Then

$$
\begin{aligned}
& l_{1}=\frac{x_{1}}{\mid \overrightarrow{\vec{p} \mid}}, \quad n_{1}=\frac{y_{i}}{|\overrightarrow{\vec{p}}|}, \quad n_{1}=\frac{z_{1}}{|\vec{\omega}|} \\
& \text { and } l_{2}=\frac{x_{2}}{|\vec{a}|}, \cdots_{2}=\frac{i b}{\left|\vec{a} a_{a}\right|}, n_{2}=\frac{z_{2}}{|\overrightarrow{\vec{a}}|}
\end{aligned}
$$

Then $\cos \theta=\frac{\overrightarrow{C P} \cdot \overrightarrow{C B}}{|\overrightarrow{O H}||\overrightarrow{O G}|}$
i.e. $\cos \theta=\frac{x_{1} x_{2}+y_{1} y_{2}+z_{1} z_{2}}{|\overline{\vec{Y}}|\left|\overrightarrow{\mathrm{B}} \vec{H}^{3}\right|}$

or $\theta=\operatorname{Cos}^{-1}\left(I_{1} 1_{2}+m_{1} m_{2}+n_{1} n_{2}\right)$
In particular, if $\mathrm{CK} \perp \mathrm{O}_{\mathrm{i}}$, then
Cost $=0=1_{1} 1_{2}+m_{1} m_{2}+n_{1} n_{2}$
I hus the condition for orthogonality of OI and $\mathcal{O}$, is

$$
l_{1} 1_{2}+m_{1} m_{2}+n_{1} n_{2}=0
$$

Vector product of tio vectors :

1. Let $\dot{\vec{a}}$ anu $\underset{-}{\vec{b}}$ in the given vecturs. Let $\vec{c}$ be at Iight angles to both $\vec{a}$ and $\vec{b}$. Ine vectors $\vec{a}, \vec{b}, \vec{c}$ form a right handec system, if $\vec{c}$ is the cirection of the movement of a screw as the screw is turned such that $\vec{a}$ rotates towards $\vec{b}$. Let $\hat{n}$ be the unit vector so that $\vec{a}, \vec{b}$ and $\hat{n}$ form a right hancied system.


We define the vector proauct or the cross riociuct of $\vec{a}$ anci $\bar{b}$, LEMCTIK it by $\vec{a} \times \vec{b}$ by
$\vec{a} \times \vec{b}=(|\vec{a}||\vec{b}| \sin \theta) \hat{n}$
$|\vec{a} \times \vec{b}|=|\vec{a}||\vec{b}||\sin \theta|$

## Note :

1. $\vec{b} \times \vec{a}=-(\vec{a} \times \vec{b})$
2. If $t=0$ or $\pi$, a and $b$ are collinear. lhen $\vec{a} \times \vec{b}=0$.
3. In particular $\vec{a} \times \vec{a}=0$.
4. properties :

5. $\vec{a} \times(\vec{b}+\vec{c})=\vec{a} \times \vec{b}+\vec{a} \times \vec{c} \quad$ (distributive property $)$.
6. $m(\vec{a} \times \vec{b})(m \vec{a}) \times \vec{b}=\vec{a} \times(m \vec{b})$
7. The cross oroducts of $i, j, k$

Consiuer the unit vectors $i, j, k$
along the axes. Then $i \times i=j \times j=k \times k=0$
Since i,j,k form a right hanciea system,
$i \times j=k, j \times k=i, k \times i=j$
and $j \times i=-k, \quad k \times j=-i, \quad i \times k=-j$.
We display this information in the multiplication table.

| $x$ | $i$ | $j$ | $k$ |
| :---: | :---: | :---: | :---: |
| $i$ | 0 | $k$ | $-j$ |
| $j$ | $-k$ | 0 | $i$ |
| $k$ | $j$ | $-i$ | 0 |
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4. The cross product of $\vec{a}=a_{1} i+a_{2} j+a_{3} k$
and $\vec{b}=b_{1} i+b_{2}^{j}+b_{3} k$.
Using the distributive property and the multiplication able, we get

$$
\left(a_{1} i+a_{2} j+a_{3}, k\right) x\left(b_{1} i+b_{2} j+b_{3} k\right)
$$

$=\left(a_{2} b_{3}-a_{3} b_{2}\right) i+\left(a_{3} b_{1}-a_{1} b_{3}\right) u j+\left(a_{1} b_{2}-a_{2} b_{1}\right) k$

$$
\left|\begin{array}{ccc}
i & j & k \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|
$$

5. The meaning of $|a \times b|$.

The area of the parallelogram whose adjacent sides are $\vec{a}$ and ${ }^{\circ} \vec{b}$
$=|\mathrm{O}, ~ \cdot \mathrm{CB} \cdot \sin \theta|$
$=|\vec{a}||\vec{b}||\sin e|$
$=|\vec{a} \times \vec{b}|$


Hence, $|\vec{a} \times \vec{b}|=$ The area of the parallelogram whose adj. sides are $\vec{a}$ and $\vec{b}$.
or $y_{2}|\vec{a} \times \vec{b}|=$ (The area of the triangle formed by $\vec{a}$ ana $\vec{b}$ ).

Problems on dot and cross products.

1. Prove that in a rectangle, the diagonals
are equal.
Let $\overrightarrow{O_{1}}=\vec{a}$ and $\overrightarrow{O B}=\vec{b}$ be the adj. sides of a rectangle O،Ci. Since $0,1 C B$ is a rectangle
$O_{n} \perp \mathrm{CB} \therefore \mathrm{a} \cdot \mathrm{b}=0$
$\overrightarrow{O C}=\vec{a}+\vec{b}$ and $\overrightarrow{B A}=\vec{a}-\vec{b}$
$|\vec{C}|^{2}=(\vec{a}+\vec{b})^{2}=|\vec{a}|+|\vec{b}|+2 \vec{a} \cdot \vec{b}$

$=|\vec{a}|^{-}+|\vec{b}|^{2}$
$\left(\left.\overrightarrow{B M}\right|^{2}=(\vec{a}-\vec{b})^{2}=|\vec{a}|^{2}+|\vec{b}|^{2}-2 \vec{a} \cdot \vec{b}=|\vec{a}|^{2}+|\vec{b}|^{2}\right.$
Hence, $|\overrightarrow{C X}|=\left|\overrightarrow{B_{n}}\right|$
i.e. the diagonals are equal.
2. If the sides of a qu:drilateral are equal (so that it is a rhombus), show that the uiayonals intersect at right angles. Let $\vec{a}, \vec{b}$ be the sioes of the quarilateral. It is given that $|\vec{a}|=|\vec{b}|$

The diagonals are given by $\vec{a}+\vec{b}$ and $\vec{a}-\vec{b}$.
$(\vec{a}+\vec{b}) \cdot(\vec{a}-\vec{b})=\vec{a} \cdot \vec{a}-\vec{b} \cdot \vec{b}=|\vec{a}|^{2}-|\vec{b}|^{2}=0$
Hence the diagonals cut at right angles.
3. Prove that $\operatorname{Cos}(\wedge-B)=\operatorname{Cos} n \operatorname{Cos} B+\operatorname{Sin} A \operatorname{Sin} B$.

Consider the unit vectors
$\vec{O}_{n}=\vec{a}=(\cos A) i+(\sin A) j$
and $\overrightarrow{O B}=\vec{b}=(\cos B) i+(\sin B) j$
$\vec{a} \cdot \vec{b}=|\vec{a}||\vec{b}| \cos (A-B)$
$=\operatorname{Cos}(A-B)$ since $\bar{a}, \vec{b}$ are unit
vectors and they include an
angle ( $\mu-B$ ).

(II)
$\mathrm{Also}, \vec{a} \cdot \vec{b}=[(\cos a) i+(\sin n) j][(\operatorname{Cos} B) i+(\operatorname{Sin} B) j]$
$=\operatorname{Cos} A \operatorname{Cos} B+\operatorname{Sin} A \operatorname{Sin} B$. ... (ii)
From (i) to (ii),
$\operatorname{Cos}(A-B)=\operatorname{Cos} n \operatorname{Cos} B+\operatorname{Sin} A \operatorname{Sin} B$.
4. Show that $M(0,1,1), B(3,1,5)$ and $C(0,3,3)$ form a right angled
triangled with right angle at $C$.
$\overrightarrow{A C}=\overrightarrow{C C}-\overrightarrow{O A}=(0,3,3)-(0,1,1)$
$=(0,2,2)=0 i+2 j+2 k$.
i.e. $\overrightarrow{A C}=2 j+2 k$.
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$\overrightarrow{B C}=\vec{Q}-\overrightarrow{O B}=(0,3,3)-(3,1,5)=(-3,2,-2)$
ie. $B C=-3 i+2 j-2 k$
$\overrightarrow{A C} \cdot \overrightarrow{B C}=-3.0+2.2-2.2=0$
Hence, $\overrightarrow{C C} \perp \overrightarrow{B C}$ and the triangle is
right angled at $C$.
5. Prove the cosine formula.
$a^{2}=b^{2}+c^{2}-2 b c \cos \Lambda$ in $a$
triangle $A B C$.
Consider the triangle nit in
which $\overrightarrow{B C}=\vec{a}, \overrightarrow{B A}=\vec{c}$ and $\overrightarrow{A C}=\vec{b}$.
The angle between $\overrightarrow{B A}$ and $\overrightarrow{M C}=(\pi-A)$
Also in the triangle, $\vec{a}=\vec{b}+\vec{c}$.
$\vec{a} \cdot \vec{a}=(\vec{b}+\vec{c}) \cdot(\vec{b}+\vec{c})$
i.e. $|\vec{a}|=|\vec{b}|+|\vec{c}|+2 \vec{b} \cdot \vec{c}$


Since $|\vec{a}|=a,|\vec{b}|=b,|\vec{c}|=c$,
$a^{2}=b^{2}+c^{2}+2 b c \cos (\pi-m)$
$=b^{2}+c^{2}-2 b c \cos \mu$
Hence, $a^{2}=b^{2}+c^{2}-2 b c \cos n$.
6. Show that a diameter of a circle subtends a right angle at its circumference.

Let $A B$ be a diameter ana $p$, a point on the circle.
Let $\overrightarrow{O_{i}}=\vec{a}$.
then $\overrightarrow{O B}=-\vec{a}$, being equal and
$\rightarrow \rightarrow$ opposite to $a$.
Let $\overrightarrow{O P}=\vec{r}, \overrightarrow{H P}=\vec{r}-\vec{a} \cdot \overrightarrow{i P} \cdot \overrightarrow{B P}$
$B P=\vec{r}+\vec{a} \quad=|\vec{r}|^{2}=|\vec{a}|^{2}=0$
Since $|\vec{y}|=\mid \vec{a} t$
Hence $A P \perp B F$ or $\cap P B=90^{\circ}$.
7. Show that the altitudes of a triangle are concurrent.

Let the altitucies $A D$ and $B E$ intersect at $O$.
Join CO and let it meet $A B$ at $F$. ire show that $C H \perp$ ハD.
Let $\overrightarrow{O A}=\vec{a}, \overrightarrow{O B}=\vec{b}, \overrightarrow{C C}=\vec{c}$.
$\overrightarrow{A D} \perp \overrightarrow{B C} \therefore \vec{a} \cdot \overrightarrow{B C}=0$
$\vec{a} \cdot(\vec{c}-\vec{b})=0$
$\vec{a} \cdot \vec{c}=\vec{a} \cdot \vec{b}-$
$B E \perp A C: \vec{B} \cdot \overrightarrow{A C}=0$ i.e. $\vec{b} \cdot(\vec{c}-\vec{a})=0$ i.e. $\vec{b} \cdot \vec{c}=\vec{b} \cdot \vec{a}$ or $\vec{b} \cdot \vec{c}=\vec{a} \cdot \vec{b} \ldots(i i)$

(i) and (ii) imply, $\vec{c} \cdot \vec{c}=\vec{b} \cdot \vec{c}$

$$
\begin{align*}
& \text { or }(\vec{i}-\vec{b}) \cdot \vec{c}=0  \tag{14}\\
& \text { or }(\overrightarrow{B A} \cdot \vec{C})=0
\end{align*}
$$

Hence, $C F \perp$ AB.
8. Lerive the formula. $\sin (\Lambda-B)=\sin A \operatorname{Cos} B-\operatorname{Cos} A \operatorname{Sin} B$.

Consider $\vec{a}=\overrightarrow{O_{A}}=(\cos , i+(\sin A) j$
anc $\vec{b}=\overrightarrow{O B}=(\cos B) i+(\sin B) j$
such that $\vec{a} \times \vec{b}$ is in the direction of the z-axis.
Ihen $\vec{a} \times \vec{b}=|\vec{c} \times \vec{b}| k$
$=\left|\begin{array}{ccc}i & j & k \\ \cos B & \sin B & 0 \\ \cos A & \sin B & 0\end{array}\right|$
$=(\sin A \cos B-\operatorname{Cos} A \sin B) K \cdots(1)$
Also, $\vec{a} \times \vec{b}=|\vec{a}||\vec{b}| \sin (A-B) k \cdots$ (ii)
Hence, from (i) and (ii)
Sin ( $n-B$ )
$=\operatorname{Sin} a \operatorname{Cos} B-\operatorname{Cos} A \operatorname{Sin} B$.

9. If $\vec{a}, \vec{b}, \vec{c}$ are the position vectors of $A, B, C$, show that the area of $\angle a B C$ is $\not \subset 2|\vec{b} \times \vec{c}+\vec{c} \times \vec{a}+\vec{a} \times \vec{b}|$
$\overrightarrow{A B}=\vec{b}-\vec{a}$ and $\overrightarrow{\overrightarrow{A C}}=\vec{c}-\vec{a}$

$$
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The area of $\triangle A B C=y 2|\overrightarrow{A B} \times \overrightarrow{A C}| \ldots$ (i)
$\overrightarrow{A B} \times \overrightarrow{A C}=(\vec{b}-\vec{a}) \times(\vec{c}-\vec{a})$
$=\vec{b} \times \vec{c}-\vec{b} \times \vec{a}-\vec{a} \times \vec{c}+\vec{a} \times \vec{a}$
$=\vec{b} \times \vec{c}+\vec{a} \times \vec{b}+\vec{c} \times \vec{a}+0$
$\overrightarrow{A B} \times \overrightarrow{A C}=\vec{b} \times \dot{c}+\vec{c} \times \vec{a}+\vec{a} \times \vec{b}$
From (i) and (ii)
Area of the triangle $n B C=y 2|b x c+c x a+a x b|$
10. Prove the sine rule:

For a triangle nib taking
$\vec{a}=\overrightarrow{B C}, \vec{b}=\overrightarrow{C H}$ and $\vec{c}=\overrightarrow{r B}$
$\vec{a}+\vec{b}+\vec{c}=0$
$\vec{c} \times(\vec{a}+\vec{b}+\vec{c})=0$

$\vec{c} \times \vec{a}+\vec{c} \times \vec{b}+\vec{c} \times \vec{c}=0$
$\vec{c} \times \vec{a}-\vec{b} \times \vec{c}=0 ; \vec{b} \times \vec{c}=\vec{c} \times \vec{a}$
Similarly, we can show that $\vec{a} \times \vec{b}=\vec{b} \times \vec{c}$
Hence, $\vec{b} \times \vec{c}=\vec{c} \times \vec{a}=\vec{a} \times \vec{b}$
$b \in \sin A=\vec{c} \vec{a} \sin B=a b \sin c$
$\frac{\sin A}{a}=\frac{\sin B}{b}=\frac{\sin C}{c}$
or $\quad \frac{a}{\sin A}=\frac{b}{\sin B}=\frac{c}{\sin C}$
11. Find a unit vector perpendicular to the plane containing the vectors $2 i-6 j-3 k$ and $4 i+3 j-k$.
Taking $\vec{a}=2 i-6 j-3 k$ and $b=4 i+3 j-k$
$\vec{a} \times \vec{b}$ is 1 to the plane of $\vec{a}$ ana $\vec{b}$.
$\vec{a} \times \vec{b}=\left|\begin{array}{ccc}i & j & k \\ 2 & -6 & -3 \\ 4 & 3 & -1\end{array}\right|=15 i-10 j+30 k$
A unit vector along $\vec{a} \times \vec{b}$ is $\frac{\vec{a} \times \vec{b}}{\mid \vec{a} \times \vec{b}}$
$|\vec{a} \times \vec{b}|=15^{2}+10^{2}+30^{2}=35$.

$$
: 57:
$$

$A$ unit vector required is $\left(\frac{2}{7}\right) i-\left(\frac{2}{7}\right) \cdot i+\left(\frac{6}{7}\right) k$
another unit vector is the negative of this vector
12. Find the acute angle between the diagonals of a cube.

Consider the unit cube whose
in edges.
$O n, U B$ and $O$ are of unit
length, taken as axes of reference.
Then $\nu=(1,1,1), A(1,0,0), B=(0,1,0)$
$C=(0,0,1), E=(1,1,0), F=(0,1,1)$
$G=(1,0,1)$.
The d.c.s of $C D$ are proportional to
$(1-0,0-0,0-0)=(1,0,0)$


The d.c.s of $A F$ are proportional to $(0-1,1-0,1-0)=(-1,1,1)$
If $G$ is the acute angle between the diagonals $C D$ and $A F$ of the cube, then
$\operatorname{Cos} \theta=\left|1_{1} 1_{2}+m_{1} m_{2}+n_{1} n_{2}\right|$
where $\left(I_{1}, m_{1}, n_{1}\right)$ and $\left(I_{2}, m_{2}, n_{2}\right)$ are the a.c.s of $O$ and $n F$.
$\left(1, m_{1}, n_{1}\right)=(y 3,0,0)$
and $\left(1_{2}, m_{2}, n_{2}\right)=(-j 3, \gamma 3, y 3)$
$\cos c=1$ y $3 x-y 3+0 \times y 3+0 \times y 31=y^{\prime} 3$
$C=\cos ^{-1}(y 3)$
13. Find the area of the parallelogram whose diagonals are
$3 i+j-2 k$ and $i-3 j+4 k$.
If $\vec{a}$ and $\vec{b}$ are the adjacen: sides of the parallelouram, then
$\vec{a}+\vec{b}=3 i+j-2 k$
$\vec{a}-\vec{b}=i-3 j+4 k$
$\vec{a}=y 2(3 i+j-2 k+i-3 j+4 k)$
$=2 i-j+k$
and $\vec{b}=y 2(3 i+j-2 k-i+3 j-4 k)=i+2 j-3 k$.
The area of the parcllelogram $=|\vec{a} \times \vec{b}|$.
$\vec{a} \times \vec{b}=\left|\begin{array}{rrr}i & j & k \\ 2 & -1 & 1 \\ 1 & 2 & -3\end{array}\right|=i+7 j+5 k$
$|\vec{a} \times \vec{b}|=1^{2}+7^{2}+5^{2}=75=5 \sqrt{3}$
The area of the parallelogram is $5 \sqrt{3}$ sq. units.
14. Show that for any three vectors $\vec{a}, \vec{b}, \vec{c}$
$(\vec{a}+\vec{b}) \times \vec{c}=\vec{a} \times \vec{c}+\vec{b} \times \vec{c}$
Since $\vec{a}+\vec{v}$ is in the plane of $\vec{a}$ and $\vec{b}$,
$(\vec{a}+\vec{b}) \times \vec{c}$ and $\vec{a} \times \vec{c}+\vec{b} \times \vec{c}$ have the same direction. Therefore,
it is enough to show that both these vectors have the same
magnitude.
Let $\vec{a}=\left(a_{1}, a_{2}, a_{3}\right), \vec{b}=\left(b_{1}, b_{2}, b_{2}\right)$ and $\vec{c}=\left(c_{1}, c_{2}, c_{3}\right)$
Then $\vec{a}+\vec{b}=\left(a_{1}+b_{1}, a_{2}+b_{2}, a_{3}+b_{3}\right)$
$(\vec{a}+\vec{b}) \times \vec{c}=\left|\begin{array}{ccc}i & j & k \\ a_{1}+b_{1} & a_{2}+b_{2} & a_{3}{ }^{\top} b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|$
$=\left|\begin{array}{lll}i & j & k \\ a_{1} & i_{2} & a_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|+\left|\begin{array}{lll}i & j & k \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|$
$=\vec{a} \times \vec{c}+\vec{b} \times \vec{c}$
lience the result.
16. Show that $(\vec{a}-\vec{b}) \times(\vec{a}+\vec{b})=2(\vec{a} \times \vec{b})$

Interpret the result geometric lyly.
$(\vec{a}-\vec{b}) \times(\vec{c}+\vec{b})$
$=\vec{a} \times \vec{a}+\vec{a} \times \vec{b}-\vec{b} \times \vec{a}+\vec{b} \times \vec{b}$ $+\vec{a} \times \vec{b}+\vec{a} \times \vec{b}+0$
$=2(\vec{a} \times \vec{b})$.

Equating the i.:agnitudes on both sides of the icientity, $|\vec{a}-\vec{b}| \times(\vec{a}+\vec{b})|=2| \vec{a} \times \vec{b} \mid$
since $\vec{a}-\vec{b}$ anci $\overrightarrow{+} \vec{b}$ are the diagonals of the parallelogran whose adj. sides are $\vec{a}$ and $\vec{b}$, the result means that the area of the parallelogran formed with the diagonals as adj. sides is twice the area of the orivinal parallelouram.
assiamment vel -Test :

1. Prove : $\vec{a} \cdot(\vec{b}+\vec{c})=\vec{a} \cdot \vec{b}+\vec{a} \cdot \vec{c}$
2. Find the angle between $\vec{a}=2 i+3 j+k$ and $\vec{b}=-i+2 j-$ ók.
3. Find the values of $p$ so that $a=(p-1) i+2 j+k$ and $\bar{b}=p i+(p-1) j+2 k$ are at riuht angles.
4. Show that $3 i-2 j+k, i-3 j+5 k$ and $2 i+j-4 k$ form a right angled triangle.
5. Show: by vector methoc that in a rectangle the c iayonals are of equal length.
6. Prove by vector method, that the diagonals of a rhombus are perpenciicular bisectors of each other.
7. Find the angle which $3 i-6 j+2 k$ makes with the coorvinate axes.
8. Find the projection of $i-2 j+k$ on $4 i-j+2 k$.
9. Frove the cosine rule : $a^{2}+b^{2}-a b \cos c=c^{2}$ for any triangle $A B C$ by vector method.
10. Prove by vector method the sine rule for a triangle aBC :

$$
\frac{a}{\sin a}=\frac{b}{\sin B}=\frac{c}{\sin C}
$$

11. Find the unit vector perpendicular to the vectors $2 i-6 j+3 k$ and $4 i+3 j-k$.
12. Find the work cione by the force $F=i-j+2$ in moving a particle through $3 i-2 j+k$.
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13. Find the uistance of the oriyin from the plane normal to the vector $2 i+j+4 k$ passing through the point $(1,-2,3)$.
14. S.T. $|\vec{a} \times \vec{b}|+|\vec{a} \cdot \vec{b}|=|\vec{a}| \cdot|\vec{b}|$
15. Prove: $\vec{a} \times(\vec{b}+\vec{c})=\vec{a} \times \vec{b}+\vec{a} \times \vec{b}$
16. Given $\vec{a}=3 i-j+2 k, \vec{b}=2 i+2 j-k$ and $\vec{c}^{\prime}=-i+3 j-4 k$ FoIm $(\vec{a} \times \vec{b}) \times \vec{c}$ and $\vec{a} \times(\vec{b} \times \vec{c})$.
17. Find the ared of the triangle two of whose sides are $2 i-3 j+4 k$ and $i+2 j-k$.
18. Prove by vector method :
i) $\operatorname{Cos}(\alpha-\beta)=\operatorname{Cos} \alpha \operatorname{Cos} \beta+\operatorname{Sin} \alpha \operatorname{Sin} \beta$
ii) $\sin (\alpha-\beta)=\sin \alpha \cos \beta-\cos \alpha \sin \beta$.
19. Evaluate : i) $2 i \times(3 i-2 k)$ ii) ( $i+2 j)$
iii) $(4 i+j-2 k) \times(2 i-3 j+4 k)$
$i v)(i-j+2 k) \cdot(-i+2 j-4 k)$
v) $i x(j+k)+j x(k+i)+k x \cdot(i+j)$
20. Find the area of the triangle whose vertices are $a=(3,-1,2), B=(1,-1,-3)$ and $C=(4,3,-1)$.

## TRIPLE FRCULCTS

ocalar Triplefrccuct of (three) vectors:
Lefinition: ascular procuct of vector with the cross proucts of two other vectors is called a scalar triple prociuct of three vectors.

$$
\text { If } \vec{a}, \vec{b}, \vec{c} \text { are any three vectors, then, } \vec{a} \cdot(\vec{b} \times \vec{c}) \text { is a }
$$

scalar triple procuct of $\vec{a}, \vec{b}$ and $\vec{c}$. Likewise, ( $\vec{a} \times \vec{b}$ ) $\vec{c}$, $\overrightarrow{\vec{h}} .(\vec{c} \times \vec{a}),(\vec{b} \times \vec{a} \cdot \vec{a}$ are also scalar triple riroducts.

```
A scolar trisie procuct is a scalar.
```

Geometrical meaninc of a sc lar triple nruauct :
Consicier a box wose coterminus edges are $\vec{a}=\dot{C_{r}}, \vec{b}=\overrightarrow{\text { CB }}$ and $\vec{c}=\dot{C C}$. Let $n$ be the unit vector
perpendicular to the plane of $\vec{b}$ and $\vec{c}$. Let $A$ height of the box $亡$ and mukes $\theta$ with $\vec{a}$ ?
Then the volume of the box
$=$ srea of OBGC $x$ heignt

$$
\begin{aligned}
& =|\overrightarrow{O B} \times \overrightarrow{C C}| h=|\vec{h} \times \vec{c}| \overrightarrow{O A} \cos \theta \\
& =|\vec{h} \times \vec{c}||\vec{a}| c i s
\end{aligned}
$$


(1)

But $\vec{a}$. $(\vec{b} \times \vec{c})=|\overrightarrow{\vec{b}}|\left|\vec{b} \times{ }^{\prime} \dot{c}\right| \cos \theta \hat{h}^{2}$
so that $|\vec{a} \cdot \vec{b} \times \overrightarrow{=}|=|\vec{h} \times \vec{c}||\vec{a}| k_{\cos \theta}$...(ii)
Hence $|\vec{a} \cdot(\vec{b} \times \vec{c})|=$ volume of the box.
Therefure, the volume of the box whose coterminus $\epsilon d g e s$ are $\vec{a}, \vec{b}, \vec{i}$ is $\quad|\vec{a}, \vec{h} \times \vec{c}|$.
Taking the face containing $\vec{a}$ and $\vec{b}$ as the base of the box, the volume the box $=\left|G^{--} \times \vec{B}\right|$.
Thus, $|\vec{a} \cdot(\vec{b} \times \vec{c})|=|(\vec{a} \times \vec{b}) \cdot \vec{c}|=$ the volume of the box. we call this product as the box product and denote it by $[\vec{a}, \vec{b},-\vec{c}]$
Thus $[\vec{a}, \vec{b}, \vec{c}]=\vec{a} \cdot(\vec{b} \times \vec{c})=(\vec{a} \times \vec{b}) \cdot \vec{c}$.
ii) Properties of Scalar Triple froducts:

Mready we have seen that
$\vec{a} \cdot(\vec{b} \times \vec{c})=(\vec{a} \times \vec{b}) \cdot \vec{c}=[\vec{a}, \vec{b}, \vec{c}]--(1)$
$|\vec{b}, \vec{c}, \vec{a}|=(\vec{b} \times \vec{c}) \cdot \vec{a}$
$=\{\vec{a} \cdot(\vec{b} \times \vec{c})=(\vec{a}, \vec{b}) \times \vec{c}=\lfloor\vec{a}, \vec{b}, \vec{c}]$

Thus $[\vec{a}, \vec{b}, \vec{c}]=[\vec{b}, \vec{c}, \vec{a}]$
Similarly, $[\vec{b}, \vec{c}, \vec{a}]=[\vec{c}, \vec{a}, \vec{b}]$
Thus, we have
$[\vec{a}, \vec{b}, \vec{c}]=[\vec{b}, \vec{c}, \vec{a}]=[\vec{c}, \vec{a}, \vec{b}]$.
In other words, the product is not altered by changing the vectors in cyclic order.

i.e. In other words, the product changes its sion if two vectors are interchanged.
$[\vec{a} \cdot \vec{c}, \vec{c}]=[\vec{c}, \vec{c}, \vec{a}]=[\vec{b}, \vec{a}, \vec{c}] \ldots(4)$
$[m \vec{a}, \vec{b}, \vec{c}]=[\vec{a}, m \vec{b}, \vec{c}]=[\vec{a}, \vec{b}, m \vec{c}]=m[\vec{a}, \vec{b}, \vec{c}] \cdots(5)$
for any scalar $m$.
Obviously, $[\vec{u}, \vec{b}, \vec{c}]=0 \cdots$ (i)
Then, $[\bar{a}, \vec{a}, \vec{a}, \bar{b}]=0 \ldots$ are non zero vectors.
$\qquad$
$\overrightarrow{[\vec{a}, m \vec{a}, \vec{b}], 0 \ldots(11)}[\vec{c}, \vec{b}, \vec{c}] \quad$ (3)
If $\vec{a}, \vec{b}, \vec{c}$, are coplanar vectors, then $[\vec{a}, \vec{b}, \vec{c}]=0$
and Conversely- (iv).
The condition for coplanarity of vectors
$\vec{a}, \vec{b}, \vec{c}$ is $[\vec{a}, \vec{b}, \vec{c}]=0 \ldots(v)$
iii) Scalar product of $\vec{a}=\left(a_{1}, a_{2}, a_{3}\right)$,
$\vec{b}=\left(b_{1}, b_{2}, b_{3}\right)$ and $\vec{c}=\left(c_{1}, c_{2}, c_{3}\right)$.

$$
\vec{b} \times \vec{c}=\left|\begin{array}{ccc}
i & j & k \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|
$$

$=\left(b_{2} c_{3}-b_{3} c_{2}\right) i+\left(b_{3} c_{1}-b_{1} c_{3}\right) j+\left(b_{1} c_{2}-b_{2} c_{1}\right) k$ $\vec{a} \cdot(\vec{b} \times \vec{c})$
$=\left(a_{1} i+a_{2} j+a_{3} k \cdot\left(b_{2} c_{3}-b_{3} c_{2}\right) i+\left(b_{3} c_{1}-b_{1} c_{3}\right) j\right.$
$+\left(b_{1} c_{2}-b_{2} c_{1}\right) k$
$=a_{1}\left(b_{2} c_{3}-b_{3} c_{2}\right)+a_{2}\left(b_{3} c_{1}-b_{1} c_{3}\right)+a_{3}\left(b_{1} c_{2}-b_{2} c_{1}\right)$
$=\left|\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|$
Hence $[\vec{a}, \vec{b}, \vec{c}]=\left|\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|$
Vector Triple product of (three) vectors_:
Consider $\vec{a}, \vec{b}, \vec{c}$. Product as $(\vec{a} \times \vec{b}) \times \vec{c}$ and $\vec{a} \times(\vec{b} \times \vec{c})$ are
called vector trifle products of $\vec{a}, \vec{b}, \vec{c}$.
nne expression for $(\vec{a} \times \vec{b}) \times \vec{c}$.
$\begin{aligned} & \vec{d}=\vec{a} \times \vec{b} \text { is } \perp \text { to } \vec{a} \text { and } \vec{b} \\ & \vec{a} \times \vec{c} \text { is } \perp \text { to } \vec{d}\end{aligned}$
i.e. $(\vec{a} \times \vec{b}) \times \vec{c}$ is pernenciicular to $\vec{a} \times \vec{b}$ (which its If is
$p$ Ipendicular to $\vec{a}$ and $\vec{b}$ ) as well as to $\vec{c}$.
Therefore, $(\vec{c} \times \vec{b}) \times \vec{c}$ is in tile! lane of $\vec{a}$ and $\vec{b}$.
Hence, we con write
$\vec{x}=(\vec{a} \times \vec{b}) \times \vec{c}=m \vec{a}+n \vec{b}$

- Now $\vec{x}$ is perpendicular to $\vec{C}$, from (i)
$\cdot \vec{x} \cdot \vec{c}=0$

$$
(m \cdot \vec{a}+n \vec{B}) \cdot \vec{c}=0
$$

$m(\vec{i} \cdot \vec{c})+n(\vec{W} \cdot \vec{c})=0$
$\frac{\dot{m}}{-(\vec{b} \cdot \vec{c})} \quad \frac{n}{(\vec{a} \cdot \vec{c})}=t \quad($ say $)$
$m=-(\vec{b} \cdot \vec{c}) t$
and
substituting these values in

$$
\vec{x}_{i}=(\vec{a} \times \vec{b}) \times \vec{c}=t \quad(\vec{a} \cdot \vec{c}) \vec{b}-(\vec{b} \cdot \vec{c}) \vec{a}
$$

$(\vec{a} \times \vec{b}) \times \vec{c}=t(\vec{a} \cdot \vec{c}) \vec{b}-(\vec{b} \cdot \vec{c}) \vec{a}$
This is an icientity wich should hold for all choice of $\vec{a}, \vec{b}, \vec{c}$. put $\vec{a}=\vec{c}=i$ and $\vec{b}=j$
(ix j) $\times i=t(i . i) j-(j . k)$
$k \times i=t(1 \cdot j)$
$j=t j \quad t=1$
Hence $(\vec{a} \times \vec{b}) \times \vec{c}=(\vec{e} \cdot \vec{c}) \vec{b}-(\vec{b} \cdot \vec{c}) \vec{a} \cdots(1)$
1.1 so, $\vec{a} \times(\vec{b} \vec{x} c)=-(\vec{b} \times \dot{c}) \times \vec{a}$
$=-(\vec{b} \cdot \vec{c}) \vec{c}-(\vec{c} \cdot \vec{a}) \vec{b}$
$\vec{a} \times(\vec{b} \times \vec{c})=(\vec{c} \cdot \vec{c}) \vec{b}-(\vec{b} \cdot \vec{a}) \vec{c})=(2)$
Com:aring (1) ano (iz) we find that
$\vec{a} \times(\vec{b} \times \vec{c}) \neq(\vec{e} \times-\vec{B}) \times \vec{c}$.
Ihis is obvicus even other:ise, because the left hanu siae vector lies in the plane of $\vec{b}$ and $\vec{c}$ while the right hand side vector lies in the plane of $\vec{a}$ anc $\vec{b}$.
an easy methoc to recall the formula 1 and 2.
Consicier $\vec{a} \times \vec{b} \vec{x} \times \vec{c}$
the other vector the mic vector
Uall $\vec{b}$ as the miic vector and $\vec{a}$ as the other vector noting that
both these lie in the brackets.
Then $(\vec{a} \times \vec{b}) \times \vec{c}=a$ scalar times the mid vector -
$=m \vec{D}-n \vec{a}$
The first scilar on the k.H.S. is formed by the vectors other than the mid voctor i.e. $m=(\vec{a} \cdot \vec{Z})$.
The second scilar on the R.il.S. is formed by the vectors other than the other vector i.e. $n=(\vec{b} \cdot \vec{c})$
Hence, we cun write
$(\vec{a} \times \vec{b}) \times \vec{c}=(\vec{a} \cdot \vec{c}) \cdot \vec{b}-(\vec{b} \cdot \vec{c}) \vec{a}$
Likewise, in $\vec{a} \times(\vec{b} \times \vec{c})$, the $n: i v$ vector $a b$, the other vector $=c$. $\vec{a} \times(\vec{b} \times \vec{c})=(\vec{a} \cdot \vec{c}) \vec{i}-(\vec{a} \cdot \vec{v}) \vec{c}$

## Solved problems :

1. Find the volume of the box whose coterminus edges are
represented by $\vec{a}=2 i-3 j+k, \vec{b}=i-j+2 k$ and $\vec{c}=2 i+j-k$.

The volume is given by
$V=\left|\begin{array}{rrr}2 & -3 & 1 \\ 1 & -1 & 2 \\ 2 & 1 & -1\end{array}\right|=2(1-2)+3(-1-4)+1(1+2)$
(Ignoring the sign) $V=14$ cubic units.
2. Find the constant so that $\vec{a}=2 i-j+k, \vec{b}=i+2 j-3 k$,
$\vec{c}=3 i+m j+5 k$ are coplanar. For conln nirity of $\vec{a}, \vec{b}, \vec{c},[\vec{a}, \vec{b}, \vec{c}=0$
i.e. $\left|\begin{array}{rrr}2 & -1 & 1 \\ 1 & 2 & -3 \\ 3 & m & 5\end{array}\right|=0$
$2(10+3 m)+1(5+9)+1(n-6)=0$
$7 \mathrm{~m}+28=0$ or $\mathrm{m}=-4$.
3. Frove that the four points whose position vectors are m(4,5,1),

B $(0,-1,-1), C(3,9,4)$ and $L(-4,4,4)$ are coplunar.
$\overrightarrow{A B}=\overrightarrow{C B}-\overrightarrow{C A}=(0,-4,-1-5,-1-1)=(-4,-6,-2)$
$\overrightarrow{B C}=\overrightarrow{C C}-\overrightarrow{O B}=(3-0,9+1,4+1)=(3,10,5)$
$\overrightarrow{C D}=\overrightarrow{O D}-\overrightarrow{O C}=(-4-3,4-9,4-4)=(-7,-5,0)$
$A, B, C, D$ are coplanar, if $\overrightarrow{A B}, \overrightarrow{B C}, \overrightarrow{C D}$
are coplunar, for which their scalar triple product must vanish.
$\left|\begin{array}{ccc}-4, & -6 & -2 \\ 3 & 10 & 5 \\ -7 & -5 & 0\end{array}\right|=-4 \times 25+6 \times 35-2(-15+70)$
Hence the result.
4. Find the volume of the tetrahedron formed by the vectors $\vec{a}=\overrightarrow{O A}, \vec{b}=\overrightarrow{O B}$ and $\vec{c}=\overrightarrow{O C}$.

The volume of the tetranedrcn $C A B C=$
$=y 3$ (the area of the base) $x$ height.
 from $C$ to $\mathcal{C} O A B$ ).
$=13$
$0, B=x$ (i) where $h=C i: i=$
the length of the 1 r from $C$ to Unit.

Area $\angle O A B=y 2$ CaOB sin $A O B$
$=y 2|a||b| \sin \theta$ when $c=\hat{A O B}$
$|a| \cdot|b| \sin =2 \Delta \operatorname{OnB} \ldots$ (ii)

(4)

Let $n$ be the unit vector 1 ro the $r$ tane $O A B$ as given by the
right hand screw rule and $h=$ the length of the perpendicular
from $C$ to the $p l a n e ~ C A B$ and $X=$ the angle which the perpendicular makes with $\propto$. (i.e. $\widehat{C M}=\alpha$ )
Then $[\vec{a}, \vec{b}, \vec{c}]=(\vec{a} \times \vec{b}) \cdot \vec{c}=|\overrightarrow{\vec{a}}||\vec{b}| \sin ) \vec{n} \cdot \vec{c}$
$=2(\Delta(A B) \cdot 1 \cdot|\vec{c}| \cos \alpha$
$=2(\Delta \operatorname{cm} B) h$
$(\Delta O n B) \times h=y 2[\vec{a}, \bar{b}, c-c]$
From (i) ard (iii) $V=y 3 \Delta$ CaB $\times h$

$$
=y 3 \times y / 2[\vec{a}, \vec{b}, \vec{c}]=y_{0}[\vec{a}, \vec{b}, \vec{c}]
$$

$V=\ddot{\sigma}[\vec{a}, \vec{b}, \vec{c}]$
5. Find the volume of the tetrahedron if the position vectors of its corners are $\vec{\lambda}, \vec{\beta} \vec{\gamma}$ and $\vec{\delta}$
putting $a=\vec{\alpha}-\vec{\delta} \quad b=\vec{\beta}-\vec{\delta} \quad$ and $c=\vec{\gamma}-\vec{\delta}$
$\vec{a}, \vec{b}, \vec{c}$ represent the coterminus edges of the tetraheciron.
By the previous pr-blen, we volume is
$V=j 6[\vec{a}, \vec{b}, \vec{c}]=j 6[\vec{\alpha}-\vec{i}, \vec{\beta}-\vec{i}, \vec{r}-\overrightarrow{\mathbb{E}}]$

$$
\text { : } 67 \text { : }
$$

$$
\begin{aligned}
& V=(\vec{\alpha}-\vec{\delta}) \times(\vec{\beta}-\vec{\delta}) \cdot(\vec{\gamma}-\vec{\delta}) \\
= & {[\vec{\alpha} \times \vec{\beta}-\vec{\alpha} \times \vec{\delta}-\vec{\sigma} \times \vec{\beta}+\vec{\delta} \times \vec{\delta}] \cdot[\vec{r}-\vec{\delta}] } \\
= & (\vec{\alpha} \times \vec{\beta}) \cdot \vec{\gamma}-(\vec{\alpha} \times \vec{\beta}) \cdot \vec{\delta}-(\vec{\alpha} \times \vec{\delta}) \cdot \vec{r}+(\vec{\alpha} \times \vec{\delta}) \cdot \vec{\delta} \\
& -(\vec{\delta} \times \vec{\beta}) \vec{\gamma}+(\vec{\delta} * \vec{\beta}), \vec{\delta}(\because \vec{\delta} \times \vec{\delta}=0) \\
= & {\left[\begin{array}{l}
-\vec{\alpha}, \vec{\beta}, \vec{\gamma}]-[\vec{\alpha}, \vec{\beta}, \vec{\delta}]-[\vec{\alpha}, \vec{\delta}, \vec{\gamma}]-[\vec{\delta} \cdot \vec{\beta}, \vec{r}] \\
\sin ] \\
\end{array} \quad[\vec{\alpha} \times \vec{\delta}], \vec{\delta}=0=[\vec{\delta} \times \vec{\beta}], \vec{\delta}\right.}
\end{aligned}
$$

Hence

$$
\begin{array}{r}
V=\frac{1}{6}[[\cdot \vec{\alpha}, \vec{\beta}, \vec{r}]-[\vec{\alpha}, \vec{\beta}, \vec{\delta}]-[\vec{\alpha}, \vec{\delta}, \vec{\gamma}] \\
-[\vec{\delta}, \vec{\beta}, \vec{r}]
\end{array}
$$

6. Prove that $(4,5,1), B(\cup,-1,-1), C(2,9,4)$ and $L(-4,4,4)$ are coplanar.

$$
\begin{aligned}
& \overrightarrow{A B}=-4 i+6 j-2 k, \quad B C=3 i+10 j+5 k \text { and } \\
& \overrightarrow{C D}=-7 i-5 j
\end{aligned}
$$

$$
[\overrightarrow{A B}, \overrightarrow{B C}, \overrightarrow{C D}]=\left|\begin{array}{rrr}
-4 & -6 & -2 \\
3 & 10 & 5 \\
-7 & -5 & 0
\end{array}\right|
$$

$$
=-4(0+25)+6(0+35)-2(-15+70)
$$

$$
=-100+210-110=0
$$

$$
\text { Hence, } A, B, C \text { and } L \text { are coplanar. }
$$

7. S.T. $[\vec{b}+\vec{c}, \vec{c}+\vec{a}, \vec{a}+\vec{b}]=2[\vec{a}, \vec{b}, \vec{c}]$
L.H.S. $=(\vec{b}+\vec{c}) \times(\vec{c}+\vec{a}) \cdot(\vec{a}+\vec{b})$
$=\vec{b} \times \vec{c}+\vec{b} \times \vec{a}+\vec{c} \times \vec{c}+\vec{c} \times \vec{a}$
$=(\vec{b} \times \vec{c}) \cdot \vec{a}+(\vec{b} \times \vec{a}) \cdot \vec{a}+(\vec{c} \times \vec{c}) \cdot \vec{a}+(\vec{c} \times \vec{a}) \cdot \vec{b}$
$=[\vec{b}, \vec{c}, \overrightarrow{-}, \underline{a}]+0+0+[\overrightarrow{\vec{c}}, \vec{a}, \vec{b}]$
$=[\vec{a}, \vec{b}, \vec{c}]+\lfloor\vec{a}, \vec{b}, \vec{c}]=2[\vec{a}, \vec{b}, \vec{c}]=1 H H S$
8. S.T. $[\vec{a} \times \vec{b}, \vec{b} \times \vec{c}, \vec{c} \times \vec{a}]=[\vec{a}, \vec{b}, \vec{c}]^{2}$

Let $\vec{a}=a_{1} i+a_{2} j+a_{3} k$
$\vec{b}=b_{1} i+b_{2} j+b_{3} k$
$\vec{c}=c_{1} 1+c_{2} j+c_{3} k$
$[\vec{a}, \vec{b}, \vec{c}]=(\vec{a} \times \vec{b}) \cdot \vec{c}=\left|\begin{array}{lll}a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|=(1)$ say
be denote the cofactor of each element by the corresponding capital. Thus, $\cdots_{1}=\left|\begin{array}{ll}b_{2} & b_{3} \\ c_{2} & c_{3}\end{array}\right|=\left(b_{2} c_{3}-b_{3} c_{2}\right)=$ The cofactor of $a_{1}$

$$
\dot{A}_{2}=-\left|\begin{array}{ll}
b_{1} & b_{3} \\
c_{1} & c_{3}
\end{array}\right|=-\left(b_{1} c_{3}-b_{3} c_{1}\right)=\text { The cof actor of } a_{2}
$$

and so on.

$$
\begin{aligned}
& \vec{b} \times \vec{c}=\left|\begin{array}{ccc}
i & j & k \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|=n_{1} i+A_{2} j+A_{3} k \\
& \vec{c} \times \vec{d}=\left|\begin{array}{lll}
i & j & k \\
c_{1} & c_{2} & c_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right|=B_{1} i+B_{2} j+B_{3} k
\end{aligned}
$$

$$
\begin{aligned}
& \begin{array}{c}
\vec{a} \times \vec{b}=\left|\begin{array}{ccc}
i & j & k \\
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3}
\end{array}\right|=c_{1} i+c_{2} j+c_{3} k \\
{[\vec{a} \times \vec{b}, \vec{b} \times \vec{c}, \vec{c} \times \vec{a}]=[\vec{b} \times \vec{c}, \vec{c} \times \vec{a}, \vec{a} \times \vec{b}] .}
\end{array} \\
& =\left|\begin{array}{lll}
n_{1} & n_{2} & n_{3} \\
B_{1} & B_{2} & B_{3} \\
C_{1} & C_{2} & C_{3}
\end{array}\right| \\
& {[\vec{a}, \vec{b}, \overrightarrow{9}=} \\
& {[\vec{a} \times \vec{b}, \vec{b} \times \vec{c}, \vec{c} \times \vec{a}]=\left|\begin{array}{lll}
a_{1} & a_{2} & a_{3} \\
b_{1} & b_{2} & b_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|\left|\begin{array}{lll}
A_{1} & n_{2} & A_{3} \\
\vec{a}_{1} & B_{2} & \vec{b}_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right|} \\
& =\left|\begin{array}{lll}
a_{1} & b_{1} & c_{1} \\
b_{2} & b_{2} & b_{2} \\
a_{3} & b_{3} & c_{3}
\end{array}\right| x\left|\begin{array}{lll}
A_{1} & A_{2} & A_{3} \\
B_{1} & B_{2} & B_{3} \\
c_{1} & c_{2} & c_{3}
\end{array}\right| \\
& =1 a_{1} a_{1}+b_{1} b_{1}+c_{1} c_{1} \quad a_{1} m_{2}+b_{1} B_{2}+c_{1} c_{2} a_{1} h_{3}+b_{1} B_{3}+c_{1} c_{3} \\
& a_{2}{h_{1}}_{1}+b_{2} B_{1}+c_{2} C_{1} \quad a_{2}{ }_{2}+b_{2} B_{2}+c_{2} C_{2} \quad a_{2}{ }_{3}+b_{2} B_{3}+c_{2} C_{3} \\
& a_{3{ }^{\prime \prime} 1}+b_{2} B_{1}+c_{3} c_{1} \quad a_{3{ }^{\prime \prime} 2}+b_{3} B_{2}+c_{3} c_{2} \quad a_{3 \prime \prime}+b_{3} b_{3}+c_{3} c_{3} \\
& =\left|\begin{array}{ccc}
\Delta & 0 & 0 \\
0 & \Delta & 0 \\
0 & 0 & \Delta
\end{array}\right|=\quad=a, b, c
\end{aligned}
$$

Hence, $a \times b, b \times c, c \times a=a, b, c$
second method:

$$
\begin{aligned}
& \text { cutting } \vec{X}=\vec{b} \times \vec{c} \\
& (\vec{b} \times \vec{c}) \times(\vec{c} \times \vec{a})=\vec{k} \times(\vec{c} \times \vec{a}) \\
& =(\vec{x} \cdot \vec{a}) \vec{c}-(\vec{x} \cdot \vec{c}) \cdot \vec{a} \text { (using the formula for the vector triple } \\
& =(\vec{b} \times \vec{c}) \cdot \vec{a}) \vec{c}-(\vec{b} \times \vec{c}) \vec{c}) \vec{a} \\
& \begin{array}{l}
=[\vec{b}, \vec{c}, \vec{a}] \vec{c}, \\
{[\vec{c} \times \vec{b}, \vec{i} \times \vec{c}, \vec{c} \times \vec{a} \mid=(\vec{a} \cdots \vec{b}),(\vec{b} \times \vec{c}) \times(\vec{c} \times \vec{a}) .}
\end{array} \\
& =(\vec{a} \times \vec{B}) \cdot[\vec{i}, \vec{c}, \vec{a}] \vec{c}=[(\vec{a} \times \vec{b}) \cdot \vec{c} \mid[\vec{b}, \vec{c}, \vec{a}] .
\end{aligned}
$$

## : 70 :

$$
=[\vec{a}, \vec{b}, \vec{c}]^{2}
$$

9. Simplify $(\vec{a}+\vec{b}) \cdot(\vec{a}+\vec{c}) \times(\vec{a}+\vec{c})$

The given expression $=(\vec{a}+\vec{b}) \cdot \vec{a} \times \vec{b}+\vec{a} \times \vec{c}+\vec{c} \times \vec{b}+\vec{c} \times \vec{c}$
$=(\vec{c}+\vec{b}) \cdot \vec{a} \times \vec{b}+\vec{a} \times \vec{c}+\vec{c} \times \vec{b}+0$
$=\vec{a} \cdot(\vec{u} \times \vec{b})+\vec{a} \cdot(\vec{a} \times \vec{c})+\vec{a} \cdot(\vec{c} \times \vec{b})$
$+\vec{b} \cdot(\vec{a} \times \vec{b})+\vec{b} \cdot(\vec{a} \times \vec{c})+\vec{b} \cdot(\vec{c} \times \vec{b}) \cdot$
$=0+0+[\vec{a}, \vec{c}, \vec{b}]+0+[\hat{b}, \vec{a}, \vec{c}]+0$
$=[\vec{a}, \vec{c}, \vec{b}]-\vec{c}, \vec{b}, \vec{c}]$
$=[\vec{a}, \vec{c}, \vec{b}]+\left[\begin{array}{lll}\vec{a}, & \vec{c}, & \vec{b} \\ -\end{array}\right]=2\left[\begin{array}{ll}\vec{a}, & \vec{c}, \\ \vec{b}\end{array}\right]$
10. If $\vec{a} \times(\vec{b} \times \vec{c})=(\vec{a} \times \vec{b}) \times \vec{c}$ S.T. $\vec{a}$ and $\vec{c}$
are collinear vectors and hence show that $(\vec{c} \times \vec{a}) \times \vec{b}=0$
The data implies (using the Triple frocuct formulas)
$(\vec{a} \cdot \vec{c}) \vec{b}-(\vec{a} \cdot \vec{b}) \vec{c}=(\vec{a} \cdot \vec{c}) \vec{b}-(\vec{b} \cdot \vec{c}) \vec{a}$
$(\vec{a} \cdot \vec{b}) \vec{c}=(\vec{b} \cdot \vec{c})^{-} \vec{a}$ - (i)
$\vec{c}=\frac{\vec{b} \cdot \vec{c}}{\vec{a} \cdot \vec{b}} \cdot \vec{a} \quad \vec{c}=k \vec{a}, k$ being a scalar.
Hence, $\vec{a}$ and $\vec{c}$ are collinear vectors.
From (i) $(\vec{b} \cdot \vec{c}) \overrightarrow{-}-(\vec{a} \cdot \vec{b}) \vec{c}=(\vec{c} \times \vec{a}) \times \vec{b}=-0$
11. Find the area of the triangle whose vertices are

$$
A\left(a_{1}, a_{2}, a_{3}\right), \quad B\left(b_{1}, b_{2}, b_{3}\right) \text { and } c\left(c_{1}, c_{2}, c_{3}\right) .
$$

The area of the triangle $a B C=y_{2} \overrightarrow{A B} \cdot \overrightarrow{A C} \sin n$
$=y 2 \quad|\overrightarrow{A B} \times \overrightarrow{A C}|$
$=1 / 2$
$(\vec{b}-\vec{a}) \times(\vec{c}-\vec{a})$
$=y 2|\vec{b} \times \vec{c}-\vec{b} \times \vec{a}-\vec{a} \times \vec{c}+\vec{a} \times \vec{a}|$
$=y_{2}|\vec{b} \times \vec{c}+\vec{a} \times \vec{b}+\vec{c} \times \vec{a}|$
$=y 2|a x b+b x c+c \times a|$
where $a \times b=\left|\begin{array}{lll}i & j & k \\ a_{1} & a_{2} & a_{3} \\ b_{1} & b_{2} & b_{3}\end{array}\right|=\left(a_{2} b_{3}-a_{3} b_{2}\right) i$
$\vec{b} \times \vec{c}=\left|\begin{array}{lll}i & j & k \\ b_{1} & b_{2} & b_{3} \\ c_{1} & c_{2} & c_{3}\end{array}\right|=\left(b_{2} c_{3}-b_{3} c_{2}\right) i$
a na

$$
\vec{c} \times \vec{a}=\left|\begin{array}{lll}
i & j & k \\
c_{1} & c_{2} & c_{3} \\
a_{1} & a_{2} & a_{3}
\end{array}\right|=\left(c_{2} \xi_{3}-c_{3} z_{2}\right) i
$$

12. Show that $\vec{a} \times(\vec{b} \times \vec{c})+\vec{b} \times(\vec{c} \times \vec{a})+\vec{c} \times(\vec{a} \times \vec{b})=0$
$\vec{a} \times(\vec{b} \times \vec{c})=(\vec{a} \cdot \vec{c})-(\vec{a} \cdot \cdot \vec{b}) \vec{c}$
$\vec{b} \times(\vec{c} \times \vec{a})=(\vec{b} \cdot \vec{a}) \vec{c}-(\vec{b} \cdot \vec{c}) \vec{a}$
and $\vec{c} \times(\vec{a} \times \vec{b})=(\vec{c} \cdot \vec{b}) \vec{a}-(\vec{c} \cdot \vec{a}) \vec{b}$
Hence, $\vec{a} \times(\vec{b} \times \vec{c})+\vec{b} \times(\vec{c} \times \vec{a})+\vec{c} \times(\vec{a} \times \vec{b})=0$

$$
\text { 13. If } \overrightarrow{\vec{a}}, \vec{b}, \vec{c} \text { are vectors in } i^{3} \text { such that }
$$

$\vec{a}^{\prime}=\frac{\vec{b} \times \vec{c}}{[-\vec{a}, \vec{b}, \vec{c}]} \quad, \quad \vec{b}{ }^{\prime}=\frac{\vec{c} \times \vec{a}}{[\vec{a}, \vec{b}, \vec{c}]}$
and $\vec{c}^{\prime}=\frac{\vec{a} \times \vec{b}}{[\vec{a}, \vec{b}, \vec{c}]}$
S.T.(1), $\vec{a} \cdot \vec{a}=\vec{b} \cdot \vec{b}=\vec{c} \cdot \vec{c}=1$
2. $\vec{a} \cdot \vec{b}=\vec{a} \cdot \vec{c}=0 ; \vec{b} \cdot \vec{a}=\vec{b} \cdot \vec{c}=0$ and $\vec{c} \cdot \vec{a}=\vec{c} \cdot \vec{b}=0$
3. $\left[\vec{a}, \vec{b}, \overrightarrow{c^{\prime}}\right]=\frac{1}{[\vec{a}, \vec{b}, \vec{c}]}$
4. If $a, b, c$ are non co planar, then $\vec{a} \prime, \vec{b} \vec{b}^{\prime}, \vec{c}$ are also non coplanar.

1. $\vec{a} \cdot \vec{a}=\frac{\vec{b} \times \vec{c}}{[\vec{a}, \vec{b}, \vec{c}]} \cdot \vec{a}=\frac{(\vec{b} \times \vec{c}) \cdot \vec{a}}{[\vec{a}, \vec{b}, \vec{c}]}$
$=\frac{[\vec{a}, \vec{b}, \vec{c}]^{[ }}{[\vec{a}, \vec{b}, \vec{c}]}=1$. Similarly, $\vec{b} \cdot \vec{b}=\vec{c}, \cdot \vec{c}=1$

$$
\begin{aligned}
& \text { 2. } \vec{a} \cdot \vec{b}=\frac{\vec{b} \times \vec{c}}{[\vec{a}, \vec{b}, \vec{c}]} \cdot \vec{b}=\frac{(\vec{b} \times \vec{c}) \cdot \vec{b}}{[\vec{a}, \vec{b}, \vec{c}]} \\
& =\frac{[\vec{b}, \vec{c}, \vec{b}]}{[\vec{a},-\vec{b}, \vec{c}]}=0 .
\end{aligned}
$$

Similarly the other results follow.

$$
\text { 4. If } \vec{a}, \vec{b}, \vec{c} \text { are non coplanar vectors then }[\vec{a}, \vec{b}, \vec{c}] \neq 0
$$

$$
\text { Then }\left[\overrightarrow{a^{\prime}}, \overrightarrow{b^{\prime}}=\overrightarrow{c^{\prime}}\right]=\frac{1}{[\vec{a}, \vec{b}, \vec{c}]} \neq 0
$$

$$
\text { i.e. }[\vec{a} \prime, \vec{b}, \vec{c} \cdot \vec{c}] \neq 0
$$

Hence, $a^{\prime}, b^{\prime}, c^{\prime}$ are non coplanar.
The sets of vectors $\vec{a}, \vec{b}, \vec{c}$ and ${ }^{\prime} \vec{a} \prime, \vec{b} \prime, \vec{c}$ ' are called reciprocal vectors.

$$
\text { 14. Hove : }(\vec{a} \times \vec{b}) \cdot(\vec{c} \times \vec{a})=\left|\begin{array}{cc}
(\vec{a} \cdot \vec{c}) & (\vec{a} \cdot \vec{a}) \\
(\vec{b} \cdot \vec{c}) & (\vec{b} \cdot \vec{a})
\end{array}\right|
$$

$$
\text { put } \vec{x}=\vec{c} \times \vec{d}
$$

Then $(\vec{a} \times \vec{b}) \cdot(\vec{c} \times \vec{d})=(\vec{a} \times \vec{b}) \cdot \vec{x}$
$=\vec{a} \cdot(\vec{b} \times \vec{X})=\vec{a} \cdot(\vec{b} \times(\vec{c} \times \vec{a}))$
$=\vec{a} \cdot[(\vec{b} \cdot \vec{d}) \vec{c}-(\vec{b} \cdot \vec{c}) \vec{a}]=(\vec{b} \cdot \vec{d})(\vec{a} \cdot \vec{c})-(\vec{a}, \vec{d})(\vec{b}, \vec{c})$
$=\left|\begin{array}{cc}(\vec{a} \cdot \vec{a}) & (\vec{a} \cdot \vec{d}) \\ (\vec{b} \cdot \vec{c}) & (\vec{b} \cdot \vec{d})\end{array}\right|$.

$$
\begin{aligned}
& \text { 3. }\left\lfloor\vec{a}, \vec{b}, \overrightarrow{\vec{c}} \vec{a}^{\prime}\right\rfloor=\frac{\vec{b} \times \vec{c}}{[\vec{a}, \vec{b}, \vec{c}]}, \frac{\vec{c} \times \vec{a}}{[\vec{e}, \vec{b}, \vec{c}]}, \frac{\vec{a} \times \vec{b}}{[\vec{a}, \vec{b}, \vec{c}]} \\
& \left.\begin{array}{ll|l}
=\frac{1}{[\vec{a}, \vec{b}, \vec{c}]^{3}} & {[\vec{b} \times \vec{c}, \vec{c} \times \vec{a}, \vec{a} \times \vec{b}]} & {[\lambda \vec{a}, \lambda \vec{b}, \lambda \vec{c}]} \\
& =\lambda^{3}[\vec{a}, \vec{b}, \vec{c}]
\end{array}\right] \begin{array}{ll}
{[\vec{a}, \vec{b}, \vec{c}]^{2}} \\
{[\vec{a}, \vec{b}, \vec{c}]^{3}} & \text { See problem (3) a sailor } \lambda .
\end{array} \\
& {\left[\overrightarrow{a^{\prime}}, \vec{b}, \overrightarrow{c^{\prime}}\right]=\frac{1}{\left[\vec{a}^{\prime}, \vec{b}, \vec{c}\right]}} \\
& \text { Consequently }[\vec{a}, \vec{b}, \underline{c}]\left[\overrightarrow{c^{\prime}}, \vec{b} ', \vec{c} 1\right]=1
\end{aligned}
$$

15. Prove $(\vec{a} \times \vec{b}) \times(\vec{c} \times \vec{a})=[\overrightarrow{\vec{a}}, \vec{b}, \vec{d}] \vec{c}-[\vec{a}, \vec{b}, \vec{c}] \vec{d}$
$=[\vec{a}, \vec{c}, \vec{c}] \vec{b}-[\vec{b}, \vec{c}, \vec{d}] \vec{a}$.
Fut $\vec{X}=\vec{a} \times \vec{b}$
$(\vec{a} \times \vec{b}) \times(\vec{c} \times \vec{c})=\vec{X} \times\left(c^{-} \times \vec{d}\right)$
$=(\vec{x} \cdot \vec{d}) \vec{c}-(\vec{x} \cdot \vec{c}) \vec{d}$
$=(\vec{a} \times \vec{b}) \cdot \vec{d}) \vec{c}-((\vec{a} \times \vec{b})) \cdot \vec{c}) \vec{d}$
$=[\vec{a}, \vec{b}, \vec{a}] \vec{c}-[\vec{a}, \vec{b}, \vec{c}] \vec{a}$
On the other nanc, putting $\vec{n}=\vec{c} \times \vec{c}$
$(\vec{a} \times \vec{b}) \times(\vec{c} \times \vec{d})=(\vec{a} \times \vec{b} ; \times \vec{x}$
$=(\vec{a} \times \vec{\lambda}) \vec{b}-(\vec{b} \cdot \vec{x}) \vec{a}$
$=(\vec{a} \cdot(\vec{c} \times \vec{c})) \vec{b}-(\vec{b} \cdot(\vec{c} \times \vec{a})) \vec{a}$
$=[\dot{\vec{a}}, \vec{c}, \vec{a}] \vec{b}-[\vec{b}, \vec{c}, \vec{d}] \vec{a}$
assicnment anc uelf lest :
16. If $\vec{a}=i-2 j-3 k, \vec{k}=2 i+j-k$ and $\vec{c}=i-3 j-2 k$, finc
a) $|(\vec{c} \times \vec{b}) \times \vec{c}|$
b) $(\vec{E} \times \vec{b}) \cdot \vec{c}$
c) $\vec{a} \times(\vec{b} \times \vec{c})$
(i) $(\vec{a} \times \vec{b}) \times(\vec{b} \times \vec{c})$
e) $(\vec{a} \times \vec{b}) \cdot(\vec{b} \times \vec{c})$
17. Find the area of the triangle ha:ing its aiaconals, $\vec{a}=3 i+j-2 k$ and $\vec{b}=i-3 j, 4 k$
18. Find the arra of the triangle whose vertices are A $(3,-1,2), B(1,-1,-3)$ anci $C(4,-3,1)$
19. If $\vec{a} \neq 0, \vec{a} \cdot \vec{b}=\vec{a} \cdot \vec{c}$ anc $\vec{a} \times \vec{b}=\vec{a} \times \vec{c}$, then show that $\vec{b}=\vec{c}$.
20. Show that $(\vec{c}+\vec{b}) \cdot(\vec{b}+\vec{c} j \times(\vec{c}+\vec{a})=\vec{a} \cdot \vec{b} \times \vec{c}$
21. Prove $\left(\vec{a}_{1} \cdot \vec{b}_{1} \times \vec{c}_{1}\right)\left(\vec{a}_{2} \cdot \vec{b}_{2} \times \vec{c}_{2}\right)$
$=\left|\begin{array}{ccccc}a_{1} \cdot a_{2} & a_{1} \cdot b_{2} & a_{1} \cdot c_{2} \\ b_{1} \cdot a_{2} & b_{1} \cdot b_{2} & b_{1} \cdot c_{2} \\ c_{1} \cdot a_{2} & c_{1} \cdot b_{2} & c_{1} \cdot c_{2}\end{array}\right|$
22. Find a so that $2 i-j+k, i+2 j-3 k$ and $3 i+a j+5 k$ are coplanar.
23. If $\vec{\rightarrow}=x_{1} a+y_{1} b+z_{1} c$

$$
\vec{B}=x_{2} a+y_{2} b+z_{2} c
$$

## : 74 :

and $\vec{c}=x_{3} a+y_{3} b+z_{3} c$
Prove $|\vec{a}, \vec{B}, \vec{c}|=\left|\begin{array}{lll}x_{1} & y_{1} & z_{1} \\ x_{2} & y_{2} & z_{2} \\ x_{3} & y_{3} & z_{3}\end{array}\right|[\vec{a}, \vec{b}, \vec{c}]$
9. prove $(\vec{a} \times \vec{b}) \cdot(\vec{c} \times \vec{a})+(\vec{b} \times \vec{c}) \cdot(\vec{a} \times \vec{d})$
$(\vec{c} \times \vec{a}) \cdot(\vec{b} \times \vec{a})=0$
10. Prove $(\vec{a} \times \vec{b}) \cdot(\vec{a} \times \vec{c})=(\vec{b} \cdot \vec{c})(\vec{a} \cdot \vec{a})=(\vec{a} \cdot \vec{c})(\vec{b} \cdot \vec{a})$.
11. Show that the four points $\vec{A}(6,-7,0), \vec{B}(16,-19,-4)$ $\vec{C}(3,0,-6)$ and $L(2,5,10)$ are coplanar.
12. Prove that the unit vectors $i, j, k$ are self reciprocal vectors.

THREEDIMENSIONALGEOMEIRY

1. Lines in Space
2. Planes and Sphere
by
DI.N.M.RAO

## THREE DIGENSICTIAL GECRETRY

The applications of vector algebra in three dimensional geometry are given in these lecture notes. the reader is requested to learn the techniques of vector algebra to see how the coordinate geometry can be made simple with the help of vectors. He is also =equested to translate these results to the Cartesian form also.

The derivation of the formula for the shortest distance between two lines in space may be read only by keeping the teaching aid (ciscussed in the lesson) by the side, so that the concepts may become more clear.

There will be two parts on the applications of vectors; the first will deal with the lines in space while the second with the planes.

## I. Lines in Space :

Length of a vector: he have already seen that the position vector of any point $P$ in the 3 -dimensional space $R^{3}$ is given by
$\vec{I}=x i+y j+z k$ where $i, j, k$ are the unit vectors in three perpendicular directions and $x, y, z$ are the coorcimates of the point P. The position vector

$$
\vec{I}=x i+y j+z k
$$

can also be written as $\vec{r}=(x, y, z)$
The length of the vector $\vec{r}$ is given by

$$
|\vec{\Gamma}|=\sqrt{x^{2}+y^{2}+z^{2}}
$$

## Distance Formula :

From the triangle $\mathrm{O}_{4} \mathrm{~B}$,
it is clear that
$\overrightarrow{A B}=\overrightarrow{O B}-\overrightarrow{O A}$.
This is the way to express any
vector $\overrightarrow{A B}$.
If $\overrightarrow{\mathrm{O}_{r}}=\dot{\vec{r}}_{1}$ and $\overrightarrow{\mathrm{OB}}=\overrightarrow{\mathrm{r}}_{2}$
where $r_{1}=(x, y, z)$ and $r_{2}=\left(x_{2}, \gamma_{2}, z_{2}\right)$
Then, $\vec{r}=\overrightarrow{A B}=\vec{r}_{2}-\vec{r}$,

$$
\begin{aligned}
|\vec{I}| & =\left|\overrightarrow{I_{2}}-\overrightarrow{I_{1}}\right| \\
& =\sqrt{\left(x_{2}-x_{1}\right)^{2}+\left(y_{2}-y_{1}\right)^{2}+\left(z_{2}-z_{1}\right)^{2}}
\end{aligned}
$$

This is callec the distance formula.
Section Formula : We fire the position vector of the point which divides the line joiring ti: g given points in the giver ratio.


Let $A$ and $B$ be any two points in the 3 -dimensional space whose position vectors are $\overrightarrow{\vec{c}}$ acc $\vec{b}$ respectively. Let $F$ be the point which diviaes the line seament aB such that $A F: P B=m: n$. He wish to finc the positicr vector $\vec{I}$ of tile point $F$. Witrout loss generality, we can assume that 0 is the origin.

$$
\begin{aligned}
& \vec{a}=x_{1} i+y_{1} j+z_{1} k \\
& \vec{b}=x_{2} i+y_{2} j+z_{2} k
\end{aligned}
$$

Let $\vec{I}=x i+y j+z k$
Since $P$ divides $A B$ in the $=こ$ io $m: n$, we have

$$
\frac{\angle P}{P B}=\frac{m}{n}
$$

Here $m / n$ is positive or regative according as, $f$ divides $\dot{m} B$ internally or externally.
From the above, we get n. $\mathcal{F}=\mathrm{m} \cdot \mathrm{PB}$
i.e. $n(\vec{I}-\vec{a})=m \cdot(\vec{e}-\vec{I})$
or $(n+m) \vec{r}=m \vec{b}+n \vec{a}$
or $\vec{r}=\frac{n \vec{a}+m \vec{b}}{n+m}$
This is called the section formula in the vector form. If we substitute the Cartesian coordinates

$$
\begin{aligned}
& \vec{r}=x_{i}+y_{j} j z_{k} \\
& \vec{a}=x_{1} i+y_{1} j+z_{1} k \\
& \vec{b}=x_{2} i+y_{2} j+z_{2} k
\end{aligned}
$$

in the above result, ana compare the coefficients of $i, j, k$, we get
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$x=-\frac{m x_{2}+n x_{1}}{m+n}$
$y=\frac{m y_{2}+n y_{1}}{m+n}$
$z=\frac{m z_{2}+n z_{1}}{m+n}$
which is the section formula in the Cartesian coorainates.

## Middle Point :

From the section formula, it is clear that the position vector of the middle point of the join of two points with position vectors $\vec{a}$ and $\vec{b}$, is given by

$$
\vec{I}=\frac{\vec{a}+\vec{b}}{2}
$$



## Components of a vector :

In the figure,
$\vec{a}=\vec{r} \cos \theta$
and $\overrightarrow{O N}=\vec{\Gamma} \sin \theta$
where $\theta$ is the angle that the vector $\vec{I}$ makes with x-axis.


Direction Ratios of a Vector :
$\operatorname{Ir} \vec{r}=a i+b j+c k$, then $a, b, c$ are called the direction ratios of the vector $\vec{r}$.

Direction cosines : If $\alpha$ is the angle that the vector $\vec{r}$ make s with the $x$-direction, then

$$
\begin{align*}
\cos \alpha & =\frac{\vec{r} \cdot \vec{i}}{|r||i|} \\
& =\frac{(a i+b j+c k) \cdot i}{|\vec{r}|} \\
& =\frac{a}{\sqrt{a^{2}+b^{2}+c^{2}}}
\end{align*}
$$

Similarly if $\beta$ and $\gamma$ are the angles that the vector $\vec{I}$ makes with $y$-direction and $z$-direction respectively, then

$$
\begin{equation*}
\cos p=\frac{b}{\sqrt{a^{2}+b^{2}+c^{2}}} \tag{ii}
\end{equation*}
$$

and $\cos x=\bar{e} \overline{a^{2}+b^{2}+c^{2}}$
If $\cos \alpha=\ell, \cos \beta=m$ and $\cos \gamma=n$, then

$$
1, m, n \text { are called direction cosines. }
$$

If we acc the squares of (i), (ii) and (iii), we get

$$
1^{2}+m^{2}+n^{2}=1
$$

Therefore, the relation between the direction ratios and the direction cosines is

$$
\begin{aligned}
& a: b: c=1: m: n \\
& \quad \text { with } \\
& 1^{2}+m^{2}+n^{2}=1
\end{aligned}
$$

## Parallel vectors have equal direction ratios :

Let $\vec{v}_{i}=a i+b j+c k$ and if $\vec{v}_{2}$ is a vector parallel to $\vec{v}_{1}$, then $\vec{v}_{2}=\lambda \vec{v}_{1}$ for some scalar $\lambda$.
Then, $\vec{v}_{2}=\lambda a i+\lambda b j+\lambda c k$
Hence the direction ratios of $\vec{v}_{2}$ are $\lambda a, \lambda 6, \lambda e$ or $a, b, c$.

## Like parallel vectors have equal direction cosines :

$$
\text { If } \vec{v}_{1}=a x+b j+c k
$$

and $\vec{v}_{2}$ is a vector parallel to $\vec{v}_{1}$, then $\vec{v}_{2}=\lambda \vec{v}_{1}$

$$
=\lambda a i+\lambda b j+\lambda c k
$$

The direction cosines of the $\vec{v}_{1}$ are
$\ell=\frac{a}{\left|v_{1}\right|}, \quad m=\frac{b}{\left|\cdot v_{1}\right|}, \quad n=\frac{c}{\left|\cdot c_{1}\right|}$
Similarly the direction cosines of the $\vec{v}_{2}$ are
$\frac{\lambda a}{|\lambda v,|}, \frac{\lambda e}{|\lambda v,|}, \frac{\lambda c}{\mid \lambda v, 1}$
i.e. $\frac{a}{|v,|}, \frac{b}{\mid v, 1}, \frac{c}{|v,|}$.

Also, it is clear that unlike parallel vectors have equal (and opposite sign) direction cosines.

Example:

1. For the vector $\overrightarrow{\underline{r}}=2 i+2 j-k$, the direction ratio is $2: 2:-1$ and the direction cosines are $\frac{2}{|r|}, \frac{2}{|r|}, \frac{-1}{|r|}$
i.e $\frac{2}{3}, \frac{2}{3}, \frac{-1}{3}$

It means that the vector $\vec{I}=2 i+2 j-k$ makes the following angles with i direction, $j$ direction and $k$ direction respectively.

$$
\cos ^{-1}\left(\frac{2}{3}\right), \cos ^{-1}\left(\frac{2}{3}\right), \cos ^{-1}\left(-\frac{1}{3}\right)
$$

2. The vectors $2 i+2 j-k$ and $4 i+4 j-2 k$ have the same direction ratios and direction cosines. (They are parallel).
3. The vectors $2 i+2 j-k$ and $-4 i-4 j+2 k$ have the same direction ratios. They have direction cosines equal in magnitude but opposite in sign. (The vectors are unlike parallel vectors).
4. Show that the points $A(2,3,4), B(-1,2,-3)$ and $C(-4,1,-10)$ are collinear.
There are several ways of answering this question: we can show that the area of the triangle $A B C$ is zero or we can also show that

$$
|\overrightarrow{A C}|=|\overrightarrow{B C}|=2|\overrightarrow{A C}|
$$

But it is easier to show that the direction ratios of $\overrightarrow{A B}$ and $\overrightarrow{B C}$ are equal (or proportional).
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Direction ratios $0=\overrightarrow{\mathrm{AB}}$ are $(-1,-2):(-2-3):(-3-4)$
i.e. -3:-1 : -T

Direction ratios of $\overrightarrow{E C}$ are also -ミ:-1:-7.
Hence $\overrightarrow{A B}$ is parallel :o $\vec{D}$, showing that, ,,$C$ are collinear.
male between the vectors : The angle between the vectors can be found out by applying: the formula

$$
\begin{aligned}
& \vec{a} \cdot \vec{b}=|\vec{a}||\vec{b}| \cos \\
& \cos \theta=\frac{\vec{a} \cdot \vec{b}}{|\vec{a}||\vec{b}|}
\end{aligned}
$$

## Vectorial Equation of a Line in Solace :

We find the vector equation of the
line $A B$ wish passes through a given fixed point a and is parallel to a given line Li l (vector $\vec{b}$ ).
lake any point 0 , as origin of reference. Let $\vec{a}$ be the position,
 vector of the given point a, let $b$ be any vector= parallel to the given line ab.

Let $\vec{I}$, be the position vector of any point $\vec{F}$ on the given line. ii have

$$
\vec{I}=\overrightarrow{O P}
$$

$$
\begin{aligned}
& =\vec{O}+\overrightarrow{M P} \\
& =\vec{a}+\overrightarrow{M P}
\end{aligned}
$$

The vector $\vec{\sim}$, being parallel to the vector $\vec{b}$, must be of the form $\overrightarrow{\mathbb{P}}=t \vec{b}$ for some suitable scalar $t$.
Therefore,

$$
\vec{r}=\vec{a}+t \vec{b}
$$

is the required equation of the strait dunt line.

Cartesian form : To get the Cartesian form of the above equation, we can substitute the coorainates of the points
or put $\vec{I}=x i+y j+z k$
$\vec{a}=a_{1} i+a_{2} j+a_{3} k$
$\vec{b}=b_{1} i+b_{2} j+b_{3} k$
Then we get
$x i+y j+z k=\left(a_{1} i+a_{2} j+a_{3} k\right)+t\left(b_{1} i+b_{2} j+b_{3} k\right)$
Hence, (comparing coefficients of $i, j, k$ ), we get

$$
t=\frac{x-a_{1}}{b_{1}}=\frac{y-a_{2}}{b_{2}}=\frac{z-a_{3}}{b_{3}}
$$

The cartesian equation of the line is

$$
\frac{x-a_{1}}{b_{1}}=\frac{y-a_{2}}{b_{2}}=\frac{z-a_{3}}{b_{3}}
$$

Equation of the straiaht line throuah aiven two points We wish to find the equation of the straight line which passes through the two given points is and $B$.


Take any point $C$ as origin. Let $\vec{a}$ and $\vec{b}$ be the position vectars of the points is and $B$ respectively.
Then the line $A B$ is pirallel to the vector $\vec{b}-\vec{a}$. It passes through A. Hence the equation of the line $A B$ is given by

$$
\vec{I}=\vec{a}+\lambda(\vec{b}-\vec{a}) \text { where } \lambda \text { is a parameter. }
$$

Cartesian Form: The cartesian form of the above equation is obtained by putting

$$
\begin{aligned}
& \vec{r}=x i+y j+z k \\
& \vec{a}=a_{1} i+a_{2} j+a_{3} k \\
& \vec{b}=b_{1} i+b_{2} j+b_{3} k
\end{aligned}
$$

and comparing the coefficients.

$$
\begin{aligned}
x i+y j+z k=a_{1} i+a_{2} j+a_{3} k+\lambda\{ & \left(b_{1} i+b_{2} j+b_{3} k\right)- \\
& \left.\left(a_{1} i+a_{2} j+a_{3} k\right)\right\} \\
=a_{1} i+a_{2} j+a_{3} k+\lambda\left\{\left(b_{1}-a_{1}\right) i+\right. & \left.\left(b_{2}-a_{2}\right) j+\left(b_{3}-a_{3}\right) k\right\}
\end{aligned}
$$

Hence we get

$$
\lambda=\frac{x-a_{1}}{b_{1}-a_{1}}=\frac{y-a_{2}}{b_{2}-a_{2}}=\frac{z-a_{3}}{b_{3}-a_{3}}
$$

The cartesian form of the equation is

$$
\frac{x-a_{1}}{b_{1}-a_{1}}=\frac{y-a_{2}}{b_{2}-a_{2}}=\frac{z-a_{3}}{b_{3}-a_{3}}
$$

Linearly independent vectors in $\mathrm{r}^{3}$ :
Definition: Three vectors $\vec{a}, \vec{b}, \vec{c}$ in $:^{3}$ are said to be line $\equiv$ ty independent if $\alpha \vec{a}+F \vec{b}+\gamma \vec{c}=0, \alpha, \vec{F}, \gamma \quad$ being scalars, implies $\alpha=\beta=\gamma=0$. The vectors are said to be linearly dependent if they are not linearly incepencent. In other woods, the vectors $\vec{a}, \vec{b}, \vec{c}$ are said to be line early dependent if there exists some non zero scalars $\alpha, \beta, \gamma$ such that $\alpha \vec{a}+\beta \vec{b}+r \vec{c}=0$. For example, the vectors $\vec{a}=(1,2,1) \vec{b}=(2, \hat{,}, 5) \vec{c}=(4,7,7)$ are linearly dependent $(\alpha=2, \beta=1, \mathcal{F}=-1)$. But the vectors $a=(1,2,1)$ and $b=(2,3,5)$ are linearly independent.

Theorem: A necessary and sufficient condition for three poir:s with position vectors $\vec{a}, \vec{b}, \vec{c}$ to be collinear is that there exists scalars $\alpha, \beta, \gamma$ not allzero, such that

$$
\alpha \vec{a}+\beta \vec{b}+\gamma \vec{c}=0 \quad, \quad \alpha+\vec{\beta}+\gamma=0
$$

Proof: (Sufficiency par)
Let there be scalars $\alpha, \beta, \gamma$ not all zero, such that $\alpha \vec{a}+\beta \vec{b}+\gamma \vec{c}=0, \quad \alpha+\beta+\gamma=0$ without loss of generality, we take $\neq 0$. Then $\alpha+\beta=-\gamma \neq 0$
I: is given that $\quad \alpha \vec{a}+\beta \vec{b}+\gamma \vec{c}=0$.
$\Rightarrow \alpha \vec{a}+\beta \vec{b}=-\gamma \vec{c}$

$$
\begin{aligned}
& \Rightarrow \frac{\alpha \vec{a}+\beta \vec{b}}{\alpha+\beta}=\frac{-\gamma}{\alpha+\beta} \vec{c} \\
& \Rightarrow \frac{\alpha \vec{a}+\beta \vec{b}}{\alpha+\beta}=\vec{c}
\end{aligned}
$$

Here we have shown that $\vec{c}$ is the position vector of the point $d$ which divides the line joining the points $A$ (with position vector $\vec{a}$ ) and the point $B$ (with position vector $\vec{b}$ ) in the ratio $\beta: \alpha$ Thus the points $A, B$ and $C$ are collinear.

Necessary P..It : Let the points $A, B, C$ be collinear. The position vectors of $A, B, C$ are $\vec{a}, \vec{b}, \vec{c}$ respectively.

He can assume that the point $C$ divides the line segment $A B$ in the ratio $\alpha: \beta$
Then $\vec{c}=\frac{\alpha \vec{b}+\beta \vec{a}}{\alpha+\beta} \quad \therefore(\alpha+\beta) \vec{c}=\alpha \vec{b}+\beta \vec{a}$

Put $\quad \alpha+\beta=-\gamma$
Then we get $\alpha \vec{b}+\beta \vec{a}+\gamma \vec{c}=0$ and $\alpha+\beta+\gamma=0$.

Hence the proof.

Note: 1. We have proved that if the points $A, B, C$ are collinear then, the vectors $\vec{a}, \vec{b}, \vec{c}$ are linearly dependent. In other words, if the vectors are linearly independent then the points need not be collinear. 2. It is easy to see that the vectors $\vec{a}$ and $\alpha \vec{a}$ are collinear as well as linearly independent.
3. If $\vec{a}$ and $\vec{b}$ are two non zero non collinear vectors, then they are linearly independent. For, if they are linearly dependent, then there exists nonzero scalars $\alpha, \beta$ such that $\alpha \vec{a}+\beta \vec{b}=0$.
If $\alpha \neq 0$ then $\vec{a}=-\frac{\beta \vec{b}}{\alpha}$
which implies that $\vec{a}$ and $\vec{b}$ are collinear, contrary to our assumption.
4. In the same way i.e can frove that if $\vec{a}, \vec{b}, \vec{c}$ are three non zewo non coplane= vectors, then they are linearly indepencent.
hnale between any $t: i=$ lines :
Let $\vec{I}_{1}=\vec{a}_{1}+\lambda \vec{b}_{1}$
and $\vec{r}_{2}=\vec{a}_{2}+\mu \vec{b}_{2}$
be any two st=aight -ines, in space. Then the angle between tiom can be found out as folions:

The angle between $\bar{r}_{1}$ and $\vec{r}_{2}$ is equal to the angle bstween $\vec{b}_{1}$ and $\vec{b}_{2}$ But $\vec{b}_{1} \cdot \vec{b}_{2}=\left|b_{1}\right|\left|b_{2}\right| \cos \theta$ $\cos \theta=\frac{\vec{b}_{1} \cdot \vec{b}_{2}}{\left|b_{1}\right|\left|b_{2}\right|}$
is the angle between $\vec{r}_{1}$ and $\overrightarrow{I_{2}}$. The above metrood can be applied even if the equations are ir the Cartesian form.

Hote: The ancle $E$ calculated above does not indicate that she two straight lines intezsect. In fact, the angle $\theta$ is the angie beiveen the uirectians of $\vec{b}_{1}$ and $\vec{b}_{2}$.

Skew Lines: In the plane, whenever two staight lines are not parallel, then they intersect at some point. But the situation is different in the space. There can be straight lines which are neither parallel noz intersecting. Such lines do not lie in a single plane; and 三re called skew lines. Definitin: Iwo st=aight lines in $\mathrm{F}^{3}$ which are not copienar E=e called skew lines.

Léinition: The lencth of the common perpendicular to the ske: lines is called the shortest distance between the skew lines.

Note: The teachez can make the iaeas of skew lines clear with the help of a teaching aid described here: Take two rods aB and $\mathcal{D}$. Tie one end of a thread to a point $P$ od $A B$ and the other end to a point $G$ on $C L$. Holc the rods MB and $C D$ at cifferent levels ar.d make

PQ perpendicular to both $A B$ and $C D$. (AB and $C D$ need not be parallel). Now $|P Q|$ is shortest distance between the lines.

## Io find an expression for the shortest distance :

Let the skew lines be

$$
\vec{r}_{1}=\vec{a}_{1}+\lambda \vec{b}_{1}
$$

and $\vec{z}_{2}=\vec{a}_{2}+M \vec{b}_{2}$


Since $P Q$ is perpendicular to both
$\vec{b}_{1}$ and $\vec{b}_{2}$, it is clear that $P Q$
is parallel to $\vec{b}_{1} \times \vec{b}_{2}$
The unit vector $\vec{n}$ along $\overrightarrow{P Q}$ is given by

$$
\vec{n}_{n}=\frac{\vec{b}_{1} \times \vec{b}_{2}}{\left|b_{1} \times b_{2}\right|}
$$

Let $\vec{P} C_{i}=d \vec{n}$ where $d$ is the shortest distance between the given two skew lines.

Let $S$ and $T$ be any two points with position vectors $\vec{a}_{1}$ and $\vec{a}_{2}$ on the lines $A B$ and $C D$ respectively. If $\theta$ is the angle between $P Q$ and $S T$, then $P Q=S T$ cos

This can be realized by taking the projection of ST along the direction of PU.

$$
\begin{aligned}
& \text { Then } \\
& \cos \theta=\frac{\overrightarrow{P C} \cdot \overrightarrow{S I}}{|P C||S T|} \\
&=\frac{d \vec{n} \cdot\left(\vec{a}_{2}-\vec{a}_{1}\right)}{d|S I|} \\
&=\frac{d\left(\vec{b}_{1} \times \vec{b}_{2}\right)}{\left|b_{1} \times b_{2}\right|} \cdot \frac{\left(\overrightarrow{a_{2}}-\overrightarrow{a_{1}}\right)}{|S I|} \\
&=\frac{\left(\vec{b}_{1} \times \vec{b}_{2}\right)}{\left|b_{1} \times b_{2}\right|} \cdot \frac{\left(\vec{a}_{2}-\vec{a},\right.}{|S T|}
\end{aligned}
$$

$d=P Q=S I \operatorname{Cos}$

$$
\begin{equation*}
=\frac{\left(b_{1} \times b_{2}\right) \cdot\left(a_{2}-a_{1}\right)}{\left|b_{1} \times b_{2}\right|} \tag{i}
\end{equation*}
$$

(Ine cistance $d$ is to be taken as positive).
Solvec Examoles:

1. Finc the shortest dis:ance between the vectors

$$
\begin{aligned}
& \vec{I}_{1}=i+j+\lambda(2 i+j+k) \\
& \text { and } \vec{I}_{2}=2 i+j-k+\mu(3 i-5 j+2 k)
\end{aligned}
$$

Ans: Here in this problem,

$$
\begin{aligned}
& a_{1}=i+j, \quad b_{1}=2 i+j+k \\
& a_{2}=2 i+j-k, \quad b_{2}=3 i-5 j+2 k
\end{aligned}
$$

Substituting these values in the formula ( $A$ )

$$
a=\frac{\left(b_{1} \times b_{2}\right) \cdot\left(a_{2}-a_{1}\right)}{\left|b_{1} \times b_{2}\right|}
$$

he get $d=\sqrt{\frac{1}{5}} \frac{0}{9}$
Shortest uistance when the lines are parallel :
Let
$\vec{r}_{1}=\vec{a}_{1}+\lambda \vec{b}$ and
$\vec{r}_{2}=\vec{a}_{2}+\mu \vec{b}$
be the two parallel lines
in the space.
Then the two vectors $\vec{r}_{1}$ and $\vec{r}_{2}$ can be consiciereu to be in one plane. 'd' as shown in the figure is the shortest cistance beti.een the lines.
$d=\left(\vec{a}-a_{1}\right) \sin \theta \quad \ldots(1)$ from the triangle $A B C$.
But we know that

$$
\left(\vec{a}_{\vec{z}}-\vec{u}_{1}\right) \times \frac{\vec{b}}{|\vec{b}|}=\left|\vec{a}_{2}-\vec{a} \cdot\right|\left|\frac{\vec{b}}{|b|}\right| \sin \theta \cdot \vec{n}
$$

Since d is always considered to be positive, substituting the values of $\sin \theta$ in (1), we get

$$
d=\left(a_{2}-a_{1}\right) \frac{a_{2}-a_{1}}{\left(a_{2}-a_{1}\right)} \times \quad\left|-\frac{\vec{b}}{|b|}\right|
$$

$$
\begin{equation*}
=\left|\frac{\vec{b}}{|b|} \times\left(\vec{a}_{2}-\vec{a}_{1}\right)\right| \tag{2}
\end{equation*}
$$

2. Find the angle between the pair of lines $\vec{r}_{1}=4 i-j+j(i+2 j-2 k)$ and $\overrightarrow{I_{2}}=(i-j+2 k)+\mu(2 i+4 j-4 k)$. Also find the shortest distance between them.
ms: Note that the lines are parallel to the vector $i+2 j-2 k$ and hence the angle between them is zero. Both are of the form

$$
\begin{aligned}
& \vec{r}_{1}=a_{1}+\lambda b \\
& \vec{F}_{2}=a_{2}+\mu b
\end{aligned}
$$

Hence this problem cannot be solved by the method we adopted for problem 1. Now we use the result (2).

$$
\begin{aligned}
d & =\left|\frac{\vec{b}}{|b|} \times\left(a_{2}-a_{1}\right)\right| \\
& =\left|\frac{(i+2 j-2 k) x}{\mid i+2 j-2 k) \mid}(i-j+2 k)-(4 i-j)\right| \\
& =\left|\frac{(i+2 j-2 k)}{3} \times(-3 i+2 k)\right| \\
& =|y 3 i(4)+j(6-2)+k(6)| \\
& =\sqrt{\frac{68}{3}}
\end{aligned}
$$

3. Find the shortest distance between the pair of lines
$\vec{r}=i+j-k+(3 i-j)$ and
$\vec{r}=4 i-k+(2 i+3 k)$

Also find whether they intersect.
Ans: Substituting in the formula (1), we can see that the shortest distance is

$$
\begin{aligned}
d & =\left|\frac{(3 i-j) \times(2 i+3 k) \cdot(3 i-j)}{\left|b_{1} \times b_{2}\right|}\right| \\
& =\frac{(-3 i-9 j+2 k) \cdot(3 i-j)}{\left|b_{1} \times b_{2}\right|} \\
& =\frac{-9+9}{94} \\
& =0
\end{aligned}
$$

The given lines do intersect.
4. Determine whether the following lines intersect.

$$
\begin{aligned}
& \frac{x-1}{2}=\frac{y+1}{3}=z \\
& \frac{x+1}{5}=\frac{y-2}{1}, \quad z=2
\end{aligned}
$$

Ans: the first set of equations can be written as (when we take the common ratio as $\lambda$ ).
$x=2 \lambda+1$ $\vec{I}=x i+y j+z k$
$y=3 \lambda-1 \quad=(i-j)+\lambda(2 i+3 j+k)$ $\qquad$
$z=\lambda$
Similarly the secund set of equations can be written as

$$
\begin{align*}
& x=5 \mu-1 \\
& y=1 \mu+2 \\
& z=c \mu+2 \quad \vec{I}=(-i+2 j+2 k)+\mu(5 i+j) \tag{2}
\end{align*}
$$

Now as in exercise (3) above, we can show that the shurचest distance $d$ between the lines (1) and (2) is not zero. Hence they do not intersect.
5. Find the angle between the pair of lines with direction ratios

$$
1,1,2 \text { and } \sqrt{3}-1,-\sqrt{3}-1,4
$$

Ans: The vector equation of the 1 st line is gen by

$$
\vec{r}_{1}=1 i-1 j+2 k
$$

and the second line is given by
$\vec{r}_{2}=(\sqrt{3}-1) i+(-\sqrt{3}-1) j+4 k$
The angle beti.efen the two lines is given $b:$

$$
\begin{aligned}
\cos Z & =\frac{\vec{I}_{1} \cdot \vec{I}_{2}}{\left|r_{1}\right|\left|I_{2}\right|} \\
& =\frac{(i+i+2 k) \cdot(\sqrt{3}-1) i+(-\sqrt{3}-1) j+4 k)}{\left|r_{1}\right|\left|r_{2}\right|} \\
& =\frac{\sqrt{3}-1+\frac{-\sqrt{3}-1+8}{\sqrt{24}}}{} \\
& =y 2 \\
& =60^{\circ}
\end{aligned}
$$

assiomnents Self lest :

1. Find the angie between the pair of lines whose direction ratios are:

$$
\text { i) } \quad 1,2,-2 ; \quad 2,4,-4
$$

ii) $\quad 5,-12,1 i ;-3,4,5$
iii) $1,2,1 ; 2,1,-1$
2. Determine whether the following pairs of lines intersect:
i) $\quad r_{1}=3 i+2 j-4 k+\lambda(i+2 j+2 k)$ and $r_{2}=5 j-2 k+\mu(3 i+2 j+6 k)$
ii) $\frac{x+4}{3}=\frac{y-1}{5}=\frac{z+3}{4}$
and $\frac{x+1}{1}=\frac{y-4}{1}=\frac{z-5}{2}$
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3. Find the angle between the lines
i) $\quad r_{1}=3 i+2 j-4 k+\lambda(i+2 j+2 k)$
and $r_{2}=5 j-2 k+\mu(3 i+2 j+6 k)$
ii) $\frac{x+4}{1}=\frac{y-1}{1}=\frac{z+3}{2}$ and $\frac{x+1}{1}=\frac{y-4}{1}=\frac{z-5}{2}$
4. Find the shortest distance between the lines whose direction ratios are
$1,2,-2$ and $2,4,-4$.
5. Find the shortest distance between
$I_{1}=i+j+k+\lambda(3 i-j)$
and $I_{2}=4 i-k+\mu(2 i+3 k)$

## FLIME:

a plane is completely cezermined by any one of the following :
i) Three non collinear points.
ii) $\quad$ line and a point not on the line
iii) Iwo intersecting lines
iv) Listance of the plane from the origin anc a normal vecior to the plane.
v) A point on the plane and a normal vector to the plane.

Here we find vector equation of the plane for some of the above cases.

1. Find the vector equation of the plane thro.ch a given poirt and perpendicular to a given direction :

Let i be the given point with position vector $\vec{a}$, through which the plane EFGH passes. Let $\vec{m}$ be the direction which is perpendicular to the plane EFCH.

ie want to finc the equation of the plane EFGH.
Let F be any arbitrary point on the plane, whose position vector is $\overrightarrow{\mathrm{I}}$. $\overrightarrow{A F}=\vec{r}-\vec{a}$
The plane is perpendicular to $\vec{m}$
Cherescre, $\quad(\vec{r}-\vec{a}) \cdot \vec{m}=0$
is the vector equation of the plane EFGri.
 and perpendicular to the line with direction ratios $m, \dot{B}$, $\mathcal{C}$ is given by
$\left(\vec{I}-\left(a, i+b_{1} j+c_{1} k\right) \cdot(r i+B j+c k)=0\right.$
If we $\because$ ish to have the Cartesian equation, then take $\vec{I}=x i+y j+z k$
we get
$\left(x-a_{1}\right) i+\left(y-b_{1}\right) j+\left(z-c_{1}\right) k \cdot(a i+B j+c k)=0$
i.e. $\left.A\left(x-a_{1}\right)+B(i-b)_{1}\right)+c\left(z-c_{1}\right)=0$
is the equation of the required plane.
2. Find the vector equation of the plane perpencicular to a given direction and at a given distance from the origin:

Given that the plane EFGH is
perpendialar to $\vec{n}$, and the
distance $O N=d$ from the origin.
Consider the vector lip.
$\overrightarrow{N P}=\vec{I}-d \vec{n}$
Miso $\overrightarrow{N P}$ is perpendicular to $\vec{n}$
Therefore, $\overrightarrow{N F} \cdot \vec{n}=0$
i.e. $\underset{\vec{r}}{\vec{n}=\mathrm{d} \vec{n})} \cdot \vec{n}=0$
is the required equation.
Cartesian equation: Put $\vec{r}=x i+y j+3 k$
and $\vec{n}=1 i+m j+n k$, then we have $(x i+y j+3 k) \cdot(1 i+m j+n k)=d$ i.e. $1 x+m y+n z=d$ is the required equation where $1, m, n$ are the direction cosines of the normal to the plane.
3. Equation of the plane passing through given point and perpendicular to the given direction:

The plane passes through the point A (position vector $\vec{a}$ ) and perpenciicular to the direction $\vec{n}$.
Let $P$ be any arbitrary point on the plane, wit! position vector $\vec{r}$.
Then $r f$ is perpendicular to $\vec{n}$ given


This is the recurred equation.
4. Equation of the plane passing through given point and parallel to tho given lines:
Let $\vec{a}$ be the position vector $r$ of the point ng through which the plane passes. Let $\vec{b}$ and $\vec{c}$ be the vectors parallel to $A B$ and $A C$.
Let $P$ be any arbitrary point on the plane (position vector $\vec{r}$ ). Then, $\overrightarrow{O P}=\overrightarrow{O_{H}}+\overrightarrow{A P}$.
This can be written as

$$
\vec{I}=\vec{a}+t \vec{b}+p \vec{c}
$$


where $t$ and $p$ are some scalars.
5. Equation of the plane through three given points :

Let $\vec{a}, \vec{b}, \vec{c}$ be the position
vectors of three given points
$A, B, C$ on the plane EFGit.
Then $\begin{aligned} \overrightarrow{A B} & =\vec{b}-\vec{a} \\ \overrightarrow{A C} & =\vec{c}-\vec{a}\end{aligned}$
If $P$ is any arbitrary point on the plane, whose position vector is $\vec{r}$, then

$\vec{r}=\vec{a}+t(\vec{b}-\vec{a})+p(\vec{c}-\vec{a})$
where $t$ and $p$ are some scalars.

$$
\vec{I}=\vec{a}+t(b-\vec{a})+p(c-a)
$$

is the required equation.

Example: Find the equation of the plane throuci: the points $A(2,2,-1), B(3,4,2), C(7,0,6)$
Ans: $\vec{r}=\vec{a}+t(\vec{b}-\vec{a})+p(\vec{c}-\vec{a})$ is the equation.
To find the scalars $t$ and $p$ we can follow the fallowing method :
$(x, y, z)=(2,2,-1)+t(1,2,3)+p(5,-2,7)$

$$
t+5 p=x-2
$$

$$
2 t-2 p=y-2
$$

$$
3 t+7 p=z+1
$$

Solving any two equations for $t$ and $p$ and suistituting in the third equation, me get

$$
5 x+2 y-3 z-17=0
$$

which is the required equation of the plane. (See the textbook for an altwnative method).

Anale between two olanes :
$L$ et $\vec{r} \cdot \vec{n}_{q}=d$,
!.r Let a plane $p$ and let $\vec{r} \cdot \vec{n}_{2}=d_{2}$
be another plane $\zeta$ where $\vec{n}_{1}$ and $\vec{n}_{2}$ are perpencicular to the planes $P$ and $C$.
Then the angle between the planes $P$ and $\mathcal{L}$ is tiee angle between their perpendiculars. If $A$ is the angle be=ween $P$ and $C$, then
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$\cos \theta=\vec{n}_{1} \cdot \vec{n}_{2}$
The planes are parallel if $\vec{n}_{1}=\vec{n}_{2}$ and perpendicular if $\vec{n}_{1} \cdot \vec{n}_{2}=0$. macle between a line and a plane :

Let $\vec{I}=\vec{a}+\lambda \vec{b}$
be the line which makes
an angle $\theta$ with the plane
$\overrightarrow{\underline{n}} \cdot \vec{n}=d$
From the figure, it is clear that

since $\theta=\frac{\pi}{2-}-\phi$
be have $\operatorname{Sin} \theta=\operatorname{Cos} \phi$

$$
\sin v=\frac{\vec{b} \cdot \vec{n}}{|\vec{b}|}
$$

where $\theta$ is the angle between the line and the plane.

Distance of a point from a plane :


Let $L_{1}$ be the plane and $f$ be the given point. We wish to find the perpencicular distance from $P$ to $l_{1}$.

Consider a plane $l_{2}$ through the point $P$ and parallel to the plane $1_{1}$.

If $\vec{I} \cdot \vec{n}=\underset{=}{d}$ is, the equation of the plane $I_{1}$, then $(\overrightarrow{=}-\vec{a}) \cdot \vec{n}=0$ is the equation of the plane $l_{2}$ (because the unit vector $n$ is perpendicular to $l_{2}$ also). The equation of $\mathrm{l}_{2}$ can also be written as

$$
\vec{r} \cdot \vec{n}=\vec{a} \cdot \vec{n}
$$

This means that $\vec{a} \cdot \vec{n}$ is the perpendicular distance of the plane $l_{2}$ from the point 0 .

Therefore, the cistance from $p$ to the plane $l_{1}$
$=$ the distance between the two parallel planes
$=\mathrm{OM}-\mathrm{CH}$
$=\vec{a} \cdot \vec{n}-d$
The distance from $P$ to $l_{1}=|\vec{a} \cdot \vec{n}-d|$
Alternative fiethod :
Let $\vec{a}$ be the position vector of
the given point a and let
$\vec{r} \cdot \vec{n}=q \quad \ldots$ (1)
be the equation of the plane $1_{1}$. he want to find the distance AL where $L$ is the foot of the perpen-
 dicular from $A$ on $1_{1}$.

The equation of the line through $A$ and normal the plane $l_{1}$ is given by $\vec{r}=\vec{a}+t \vec{n} . \ldots(2) \quad$ where $t$ is scalar:

To find the position vector of the point $L$, we solve (1) and (2). i.e. At the point of intersection of this line with the plane, we have $(\vec{a}+t \vec{n}) \cdot \vec{n}=q$
so that $t=\frac{a-\hat{a} \cdot \hat{n}}{n^{2}}$
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$\therefore$ The position vector of $L$ is given by


The length aL

$$
\begin{aligned}
& =|\overrightarrow{A L}| \\
& =\left|\vec{a}+\frac{a-\vec{a} \cdot \vec{n}}{n^{2}} \vec{n}-\vec{a}\right| \\
& =|q-\vec{a} \cdot \vec{n}|, \text { for } n^{2}=|n|^{2}=1
\end{aligned}
$$

## Solved Exercises :

1. Show that the line $L$ whose vector equation is

$$
\stackrel{I}{I}=(2 i-2 j+3 k)+\lambda(i-j+4 k)
$$

is parallel to the plane $\vec{I} \cdot(i+5 j+k)=5$
and find the distance between them.
Ans: If $\theta$ is the angle between the line ana the plane, then $\sin \theta=\frac{\hat{E} \cdot \hat{n}}{|b|}$

$$
\sin 0=\frac{(i-i+4 k)}{\sqrt{18}} \cdot \frac{(i+5 j+k)}{\sqrt{27}}=0
$$

$\theta=0$. They are parallel.

$$
\begin{aligned}
\text { The distance } & =|\vec{a} \cdot \vec{n}-d| \\
& =(2 i-2 j+3 k) \cdot \frac{(i+5 j+k)}{\sqrt{27}}-\frac{5}{\sqrt{27}} \\
& =\frac{10}{\sqrt{27}}
\end{aligned}
$$

2. Show that the plane whose vector equation is

$$
\vec{I} \cdot(i+2 j-k)=3
$$

contains the line whose vector equation is

$$
\vec{I}=i+j+(2 j+j+4 k)
$$

Ans: $\sin \theta=\frac{(2 i+i+4 k) \cdot(i+2 j-k)}{x \times x}$

$$
=0
$$

Hence the Line anci plane are parallel.
The distance $=|\vec{a} \cdot \vec{n}-d|$

$$
\begin{aligned}
& =(i+j) \cdot \frac{(i+2 j-k)}{\sqrt{6}}-\frac{3}{\sqrt{6}} \\
& =\frac{1+2}{\sqrt{6}}-\frac{3}{\sqrt{6}} \\
& =0
\end{aligned}
$$

Hence the line Lies on the plane.
3. Find the vector equation of the line passing through ( $3,1,2$ )
and perpendicular to the plane $\vec{r} \cdot(21-j+k)=4$ 。
Find also the point of intersection of this line and the plane.
ans: The plane is $\vec{I} \cdot(2 i-j+k)=4$.
Hence $\vec{n}=2 i-j+k$ is perpendicular to the plane. The line has to pass through the point $(3,1,2)$.
Hence the equation of the line is $\vec{r}=(3 i+j+2 k)+\lambda(2 i-j+k)$
The point of intersection of the line and the plane will be given by
solving $\begin{aligned} \vec{r} & \cdot(2 i-j+k)=4 \quad \ldots(1) \\ & \vec{r}=(3 i+j+2 k)+(2 i-j+k)\end{aligned}$

$$
\vec{r}=(3 i+j+2 k)+\lambda(2 i-j+k) \quad \ldots(2)
$$

Substituting (2) in (1), we get
$4=6-1+2+\lambda(4+1+1)$
$\lambda=-y_{2}$
The point of intersection is

$$
\begin{aligned}
& (3 i+j+2 k)+(-y 2)(2 i-j+k) \\
= & \left(2, \frac{3}{2}, \frac{3}{2}\right) .
\end{aligned}
$$

## SPHERE

Definition: The set of all points in the space, each of which is at a constant distance $a(>0)$ from a fixed point $C$ is called a sphere.

The fixed point $C$ is called the centre and the constant distance 'a' is called the radius of the sphere.

Central form of a sphere :
Let $\vec{c}$ be the position vector of
the centre of the sphere, of radius a $>0$.
Let $\vec{r}$ be the position vector of
any arbitrary point $P$ on the sphere.
Then, $|\overrightarrow{C P}|=a$

$\Rightarrow \mid$ Position vector of $P$ - position vector of $C \mid=a$
$\Rightarrow$

$$
\vec{r}-\vec{c} \mid=a
$$

This is the vector equation of the sphere in the central form.
Cor 1: In particular
$|\vec{I}|=a \quad$ is the equation of the sphere whose centre
is the origin and radius is a.
Cor 2: $\vec{r}-\vec{c}$

$$
\begin{aligned}
&=\left(x_{i}+y_{j}+z k\right)-\left(c_{1} i+c_{2} j+c_{3} k\right) \\
&=\left(x-x_{1}\right) i+\left(y-e_{2}\right) j+\left(z-\varepsilon_{3}\right) k \\
&\left(x-c_{1}\right)^{2}+\left(y-c_{2}\right)^{2}+\left(z-c_{3}\right)^{2}=a^{2}
\end{aligned}
$$

is the equation of the sphere with centre $\left(c_{1}, c_{2}, c_{3}\right)$ and radius a.

## Diameter form of the sphere :

Let $\vec{a}, \vec{b}$ be the position vectors of the extremities $A$ and $B$ of the diameter $A B$ of the sphere. Let $\vec{r}$ be the position vector of any point $P$ on the surface of the sphere.
Then, $\begin{aligned} \vec{M} & =\vec{I}-\vec{a} \\ \overrightarrow{B P} & =\vec{I}-\vec{b}\end{aligned}$


It is clear from geometry that

$$
\begin{gathered}
\overrightarrow{A B} \cdot \overrightarrow{B P}=0 \\
(\vec{I}-\vec{a}) \cdot(\vec{I} \cdot \hat{b})=0
\end{gathered}
$$

which is the equation of the sphere whose diameter is the join of $A(\vec{a})$ and $B(\vec{b})$.

## Cartesian Form:

Let $A\left(x_{1}, y_{1}, z_{1}\right)$ and $B\left(x_{2}, y_{2}, z_{2}\right)$ be the extremities of the diameter $A B$ of the sphere. Let $P(x, y, z)$ be any point on the surface of the sphere. Then,

$$
\begin{aligned}
& \vec{r}-\vec{a}=\left(x-x_{1}\right) i+\left(y-y_{1}\right) j+\left(z-z_{q}\right) k \\
& \vec{r}-\vec{b}=\left(x-x_{2}\right) i+\left(y-y_{2}\right) j+\left(z-z_{2}\right) k \\
& (\vec{r}-\vec{a}) \cdot(\vec{r}-\vec{b})=0
\end{aligned}
$$

becomes
$\left(x-x_{1}\right)\left(x-x_{2}\right)+\left(y-y_{1}\right)\left(y-y_{2}\right)+\left(z-z_{1}\right)\left(z-z_{2}\right)=0$
which is the Cartesian equation of the sphere whose diameter is the join of the points $\left(x_{1}, y_{1}, z_{1}\right)$ and $\left(x_{2}, y_{2}, z_{2}\right)$.

Solved Examples :

1. A plane passes through a fixed point $A(\gamma, \beta, \gamma)$. Show that the locus of the foot of perpendicular to it from the origin is the sphere $x^{2}+y^{2}+z^{2}-\alpha x-\beta y-y z=0$

Ans:
Let $f(x, y, z)$ be the foot of the perpendicular from 0 on the plane. $\overline{O P}=(x i+y j+3 k)$
$\overrightarrow{\overrightarrow{F_{A}}}=(x-\alpha) i+(y-\gamma) j+(z-\gamma) k$
$\overrightarrow{C P} \perp \overrightarrow{P_{M}}$ can be written as


$$
\left(x_{1}+{ }_{j} j+z k\right) \cdot(x-\alpha) i+(y-\beta) j+(z-\gamma) k=0
$$

i.e. $x^{2}+y^{2}+z^{2}-x \alpha-y \beta-z \gamma=0$
2. Prove that the radius of the circular section of the sphere $|\vec{I}|=5$ cut of by the plane $\vec{I} \cdot(i+j+k)=3 \sqrt{3}$ in 4 units. Ans: The given sphere is $|\vec{I}|=5$.

The centre is the origin and the radius is 5 .
The given plane can be written as
I

$$
\frac{(i+j+k)}{\sqrt{3}}=3
$$

Hence the distance of the plane from the centre is $p=3$.
ie. $|O N|=3$
Then $\left||I F|=\sqrt{O P^{2}-C I^{2}}\right.$

$$
\begin{aligned}
& =\sqrt{5^{2}}-3^{2} \\
& =4 \text { units }
\end{aligned}
$$


3. Frove that the plane $x+2 y+2 z=15$ cuts the sphere $x^{2}+y^{2}+z^{2}-2 y-4 z-11=0$ in a circle. Find the centre and radius of the circle.
ans: The equation of the sphere is $x^{2}+y^{2}+z^{2}-2 y-4 z-11=0$
Its centre is $(0,1,2)$ and radius $r=4$.
The distance of the plane from the centre of the sphere is

$$
\begin{array}{rlr}
p & =\left|\frac{0+2+4-15}{\sqrt{1+4+4}}\right| & \\
& =3 & p<r
\end{array}
$$

The plane cuts the sphere in circle.

Then,
radius of the circle is
$=N \mathrm{~F}$
$=\sqrt{e p^{2}-C n^{2}}$
$=\sqrt{r^{2}-p^{2}}$

$=\sqrt{7}$
Let $(\alpha, \beta, \gamma)$ be the coordinates of $11 . N$ lies on the plane.
$\therefore \alpha+2 \beta-2 \gamma-15=0$
Also CN is parallel to the normal to the plane.

$$
\begin{array}{r}
\frac{\alpha^{\prime}}{1}=\frac{\beta-1}{2}=\frac{\alpha-2}{2}=k \\
\alpha=k, \quad \beta=2 k+1, \quad \bar{F}=2 k+2
\end{array}
$$

Substituting these values in the above, we get

$$
\begin{aligned}
& k+4 k+2+4 k+4-15=0 \\
& k=1 \\
& \alpha=1, \beta=3, \gamma=4
\end{aligned}
$$

Hence the centre $C(1,3,4)$
and the radius is $\sqrt{7}$.
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LIMITS CONTINUITY AND DIFFERENTIATION
by
MI.B.C.BASTI

1. LIMITS
1.1 Introduction :

We live in a world of change - our values, ideals, hopes and institutions are undergoing constant change. It is interesting to note that certain changes are happening too rapidly, while other changes are not occurring fast enough. This illustrates that, although the topic of change is important, often the concept of rate of change is more relevant. For example, in the study of population growth, it is not sufficient to know that the population changed by doubling. We need to know the rate at which this doubling took place. It is significant that at one time the doubling of the world population took a thousand years, but now the doubling takes only few decades time. The mathematical tool for measuring rates of change is the concept of limits. The concept of limit is needed to pass from the average rate of change to the more useful concept of an instantaneous rate of change. Indeed it is this concept of the limit, that resulted in the invention of Calculus. It may be surprising to discover that Newton did not have a complete understanding of the limit. Many years later Cauchy put the concept of limit on a sound mathematical basis. In this section, the approach to the concept of limit is initially intuitive and later the mathematically elegant Cauchy epsilon-delta approach is given.

There are many topics in school mathematics through which limits can be illustrated. For instance consider the problem of finding circumference of a circle. The circumference of a circle can be taken as the limit of perimeter of inscribed regular polygon as the number of sides tend to infinity. Teachers can also use the action of a bouncing ball. If $\left\{h_{n}\right\}_{n}=1,2, \ldots$ is a sequence of heights of the bouncing ball, then $O$ is the limit of such a sequence.

### 1.2 Limit of a Function:

Consider the function $f(x)=\frac{x^{2}-4}{x-2}$ for $x \neq 2$. $f(x)$ is not defined at 2 because the direct substitution 2 for $x$ results in $0 / 0$ which is an indeterminate form. Let us calculate the values of $f(x)$ for some values $x$ that are very close to but unequal to 2 .

From the table it appears that if $x$ is very close to 2 , then $f(x)=\frac{x^{2}-4}{x-2}$ is very near 4. We represent this statement in mathematical shorthand as,
limit of $f(x)=\frac{x^{2}-4}{x-2}$ as $x$
approaches 2 is 4 or
.98 3.98
Lim $f(x)=4$
1.99
3.99
$x \rightarrow 2$
$2.01 \quad 4.01$
2.024 .02


Fig. 1

Now we can define $f(2)$ as 4. Here we have used the limit process to define $f(2)$ though originally $f(2)$ was not defined. It is possible to obtain $\underset{\substack{ \\\operatorname{Lim}}}{ } f(x)$ without finding table of values. Since $f(x)=\frac{x^{2}-4}{x-2} \quad \frac{(x-2)(x-2)}{(x-2)}$ if $x \neq 2$ $=(x+2)$ if $x \neq 2$.
$\operatorname{Lim}_{x \rightarrow 2} f(x)=\operatorname{Lim}_{x \rightarrow 2}(x+2)=2+2=4$
Since limit of $(x+2)$ as $x$ tends to 2 can be obtained by substituting $x=2$ in $x+2$.
Exercise: Find (i) $\operatorname{Lim}_{x \rightarrow 3} \frac{x^{2}-5 x+6}{x-3}$
(1i) $\operatorname{Lim}_{x \rightarrow 3} \frac{x^{2}-9}{x+3}$
Now we provide intuitive definition of limit of a function. Definition: If $f$ is a real function defined on a set of real numbers and $a$ in the domain, of $f$, then we say that limit of $f(x)$ as $x$ a is a real number 1 if $f(x)$ is very close to 1 , whenever $x$ is very close to a.
We write this as $\operatorname{Lim}_{x \rightarrow a} f(x)=1$
If such a 1 does not exist then we say that $\lim _{x \rightarrow a} f(x)$ does not $e \times 1$

$$
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exist. For instance $\underset{x \rightarrow a}{\operatorname{Lim}} y x$ does not exist.

Next we shall introduce the idea of left hand limit and right hand limit of a function at a point. Let $f(x)$ be a function defined as follows.

$$
\begin{aligned}
f(x) & =y 2 x+2 \text { if } x<2 . \\
& =x+4 \text { if } x \geqslant 2
\end{aligned}
$$

We shall examine whether $\operatorname{Lim}_{x \rightarrow 2} f(x)$ exists.

First suppose $x \rightarrow 2$ from the right side of 2 (or $x \rightarrow 2$ and $x>2$ )
and symbolically it is written as $x \rightarrow 2+$.
Then $\operatorname{Lim}_{x} f(x)=\operatorname{Lim}_{x \rightarrow-4} x+2+4=6$

This limit is called as right hand limit of $f(x)$ at 2 . Next suppose $x \rightarrow 2$ from the left side of 2 (or $x \rightarrow 2$ and $x<2$ ) and symbolically it is written as $x \rightarrow 2 \rightarrow$.

Then $\operatorname{Lim}_{x \rightarrow 2-} f(x)=\operatorname{Lim}_{x \rightarrow 2} y^{\prime} 2 x+2=y 2 x 2+2=3$
$\lim _{x \rightarrow 2-} f(x)$ is called as left hand, limit of $f(x)$ at 2 . $x \rightarrow 2-$

Thus $\operatorname{Lim}_{x \rightarrow 2+} f(x) \neq \operatorname{Lim}_{x \rightarrow 2^{-}} f(x)$. In this case we say that $\operatorname{Lim}_{x \rightarrow a} f(x)$ does not exist. Because $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)$ exists if and only if
$\operatorname{Lim}_{x \rightarrow a_{+}} f(x)=\operatorname{Lim}_{x \rightarrow a_{-}} f(x)$ when $\operatorname{Lim}_{x \rightarrow a_{+}} f(x)=\operatorname{Lim}_{x \rightarrow a_{-}} f(x)$, one of these values is taken as $\operatorname{Lim}_{x \rightarrow a} f(x)$. Earlier we got $\lim _{x \rightarrow 2} \frac{x^{2}-4}{x-2}=4$. In this
ase we notice that $\operatorname{Lim}_{x \rightarrow 2+} \frac{x^{2}-4}{x-2}=\operatorname{Lim}_{x \rightarrow 2-} \frac{x^{2}-4}{x-2}=4$

The definition of limit given earlier is intuitive and suffers from shortcomings. In the first instance, it lacks mathematical rigour and further it is hardly useful in the development of theory of limits. We can examine more closely the idea of limit so as to arrive at Cauchy's mathematical definition.

Let us begin with Lim $(2 x+1)=7$. This means that when $x$ $x \rightarrow 3$ is very close to $3,2 x+1$ is very close to 7. Since "close to" is not mathematically defined so far, we have trouble in understanding what we mean by these words. Therefore, our first attempt to explain Lim $(2 x+1)=7$ is unsatisfactory. In our second attempt to explain $\operatorname{Lim}(2 x+1)=7$, we mean that the value of $2 x+1$ can be made as near 7 as we wish to have it by making $x$ near enough to 3. This leads us to the 'Cauchy definition' for limit of a function.

Definition: $\operatorname{Lim} f(x)=L$ iff for every $\mathcal{C}>0$ however small there exists $\quad \underset{\delta}{\vec{x}} 0$ such that $|f(x)-L|<\mathcal{L}$ whenever $x$ is such that $0<|x-a|<\delta$

Exercise: Use the above Cauchy definition of limit and show that
$\operatorname{Lim}(2 x+1)=7$
$x \rightarrow 3$
Solution: Let $\varepsilon>0$ be any given number. Ihen we have to find $\delta$ such that $|(2 x+1)-7|<\varepsilon \quad$ whenever $0<|x-3|<\delta$. Now $|(2 x+1)-7|=2|x-3|$ iff $0<|x-3|<\varepsilon / 2$
Hence choose $\delta=\varepsilon / 2$, so that $|(2 x+1)-7|<\mathcal{E}$
for $0<|x-3|<\delta=E / 2$.
$\operatorname{Lim}(2 x+1)=7$
$x \rightarrow 3$
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Exercise: Use the Cauchy definition of Limit and show that $\operatorname{Lim}_{x \rightarrow 2}[y 2 x-4]=-3$

Solution: Let $\varepsilon>0$ be any given number.
Then $|(y 2 x-4)-(-3)|<\varepsilon$ iff $|y 2 x-1|<\delta$ $|(y 2 x-4)-(-3)|<\varepsilon$ iff $y 2|x-2|<\delta$ $|(y 2 x-4)-(-3)|<\varepsilon \quad$ iff $0<|x-2|<2 \varepsilon$

Choose $\delta=2 \varepsilon$, so that $|(y 2 x-4)-(-3)|<\varepsilon$
whenever $0<|x-2|<\delta$
Hence $\operatorname{Lim}_{x \rightarrow 2}[y 2 x-4]=-3$
Now we shall illustrate the use of this definition of limit in proving some of the important properties of limits.

Theorem: $\underset{x \rightarrow a}{\operatorname{Lim}} c=c$ ( $c$ is any constant)
(i.e. limit of a constant is constant itself).

Proof: Let $\varepsilon>0$ be given.
Then $|c-c|=0 \quad V x$ such that $0<|x-a|<\delta$ where $\delta>0$
can be any number. Because $|c-c|=0$ is always true for any $x$ and so in particular for $x$ such that $0<|x-a|<\delta$
$\operatorname{Lim} c=c$
$x \rightarrow a$

Iheorem: If $\operatorname{Lim}_{x \rightarrow a} f(x)=L$ and $\operatorname{Lim}_{x \rightarrow a} g(x)=M$
then $\operatorname{Lim}_{x \rightarrow a} f(x)+g(x)=\operatorname{Lim}_{x \rightarrow a} f(x)+\operatorname{Lim}_{x \rightarrow a} g(x)=L+M$
(i.e. limit of a sum is sum of limits).

Proof: Let $\varepsilon>0$ be given. Then $\varepsilon / 2>0$.
Since $\operatorname{Lim}_{x \rightarrow a} f(x)=L$ and $\underset{x \rightarrow a}{\operatorname{Lim}} g(x)=M$. By definition of limit there exist $\delta_{1}>0$ and $\delta_{2}>0$ such that
$|f(x)-L|<\varepsilon / 2$ for $0<|x-a|<\varepsilon$, and
$|g(x)-M|<\varepsilon / 2$ for $0<|x-a|<S_{2}$
Let $\delta$ be the smaller of $\delta_{1}, \delta_{2}$ then
$|f(x)-I|<\varepsilon / 2$ and $|g(x)-m|<\varepsilon / 2$ for $0<|x-a|<\delta$
Now $|f(x)+g(x)-(L+M)|=\mid f(x)-L)+(g(x)-M) \mid$
$|f(x)-L|+|g(x)-m|$
$<\varepsilon / 2+\varepsilon / 2 v x$ such that $0<|x-a|<\delta$
$\operatorname{Lim}_{x \rightarrow \theta} f(x)+g(x)=\operatorname{L+M}=\operatorname{Lim}_{x \rightarrow a} f(x)+\operatorname{Lim}_{x \rightarrow a} g(x)$
On the same lines as above some more results on the limits may be proved. These results are given at the end as exercises. Next we shall explain limits at infinity and infinite limits. Let $f(x)=y_{x}$

Let us examine behaviour of $f(x)$ as $x$ approaches zero from right side. The closer $x$ is to zero, the larger $f(x)$ is. In other words, as $x \rightarrow 0+, f(x)$ goes on increasing without bound. In this case, we write $\operatorname{Lim}_{x \rightarrow 0} y_{x}=+\infty$ (Read $\infty$ as "plus infinity").

Similarly as $x \rightarrow 0-, f(x)$ goes on decreasing without bound and we write $\operatorname{Lim}_{x \rightarrow 0-} f(x)=\operatorname{Lim}_{x \rightarrow 0-} y_{x}=-\infty$
(Kead '- ${ }^{\prime}$ ' minus infinity).

Here, $\infty$ is a symbol showing the phenomenon of growing larger and larger without bound. Similarly - $\infty$ is a symbol showing the phenomenon of decreasing without bound. Ihus $\infty$ and $-\infty$ are not numbers.

Next let us consicier Lim $\gamma x$. As $x$ grows larger and larger the values of $y x$ are close to zero. Therefore, we write $\operatorname{Lim} y x=0$. $\mathrm{x} \rightarrow \infty$

Also as $x \rightarrow-\infty, \quad y x \rightarrow 0$ and so we write $\operatorname{Lim} y x=0$
However, we shall not attempt formal definitions of the above type of limits.

## Exercises :

Use the Cauchy definition of limit to prove the following results.

1. If $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)=L$ and $\underset{x \rightarrow a}{\operatorname{Lim}} g(x)=M$ then, show that
1) $\operatorname{Lim}_{x \rightarrow a} f(x)-g(x)=L-M$
ii) $\operatorname{Lim}_{x \rightarrow a} f(x) \cdot g(x)=$ L.M
iif $\operatorname{Lim}_{x \rightarrow a} f(x) / g(x)=L / M$ provided $M \neq 0$.
2. If $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)=L$ and $K$ a constant, then show that
$\operatorname{Lim}_{x \rightarrow a} K f(x)=K . L$.
3. Domination Principle
$\operatorname{Let} \operatorname{Lim}_{x \rightarrow a} f(x)=\operatorname{Lim}_{x \rightarrow a} g(x)=L$
Suppose $f(x) \leqslant h(x) \leqslant g(x) \quad \forall x$.
Prove that $\operatorname{Lim} h(x)=L$
4. Use $\underset{n \rightarrow \infty}{\operatorname{Lim}} y_{n}=0$ to prove that 1) $\underset{n \rightarrow \infty}{\operatorname{Lim} y n^{2}}=0$

$$
\text { ii) } \underset{n \rightarrow \infty}{\operatorname{Lim}} y n^{2}+n+1=0
$$

5. Given $h(x)=\frac{2 x^{2}-7 x+3}{x^{2}-2 x-3}$
Find i) $\operatorname{Lim}_{x \rightarrow 0} h(x)$
ii) $\operatorname{Lim}_{x \rightarrow 1} h(x)$
iii) $\operatorname{Lim}_{x \rightarrow-1} h(x)$
iv) $\operatorname{Lim}_{x \rightarrow \infty} h(x)$
6. Consider the infinite geometric series $a+a r+a r^{2}+\ldots+a r^{n-1}+\ldots$

If $S_{n}=a+a r+\ldots+a r^{n-1}$, define $S=\operatorname{Lim}_{n \rightarrow \infty} S_{n}$
If $|I|<1$, then prove that $S=a / 1-r$
7. Consider the circle of radius r. Use the formula for the area $A=\pi r^{2}$ and show that the circumference $C$ of the circle is given by the formula $C=2 \pi r$.
8. Evaluate the following :
i) $\operatorname{Lim}_{x \rightarrow 0}\left[\frac{(1+x)^{3}-(1-x)^{3}}{x+x^{3}}\right]$
ii) $\operatorname{Lim}_{x \rightarrow 0}\left[\frac{\sqrt{a+x}-\sqrt{a-x}}{x}\right]$
iii) $\underset{x \rightarrow 3}{\operatorname{Lim}}\left[\frac{1}{x^{3}}-\frac{1}{3^{3}} / x-3\right]$
9. Prove that $\operatorname{Lim}_{x \rightarrow 0}\left(\frac{e^{x}-1}{x}\right)=1$
10. Show that $\operatorname{Lim}_{x \rightarrow 0} \frac{a^{x}-1}{x} \neq \log _{e} a$

## 2. CCITINUITY AND DISCONTIIUITY OF FUNCTIONS

2.1. Closely related to the limit concept is the concept of continuity. We begin with the assumption that you have some idea of continuity. Ourpurpose is to lead you from an intuitively concept to an eppropriate mathematical definition through a discussion that primarily follows the historical development of continuity in mathematics.

Consider first the functions $f(x)=x$, and
$g(x)=\frac{|x|}{x}$ for $x \neq 0$. We observe that the graph of $f(x)$ can be drawn with an uninterrupted stroke of the pencil, whereas the graph of $g(x)$ has a gap at 0 .


Intuitively we feel that the graph of $f(x)$ is continuous while the graph of $g(x)$ is not continuous as there is a gap in the graph at 0 . In fact $g(0)$ is not defined. Even if we define $g(0)=0$ still the graph of $g(x)$ is not continuous. The reason is that $\lim _{x \rightarrow 0} g(x)$ does not exist. Hence one requirement for continuity of a function say $h(x)$ at a point $' b$ ' is that $\lim _{x \rightarrow 6} h(x)$ must exist.

Now consider another function defined as follows:

$$
\begin{aligned}
f(x) & =x \text { if } x \neq 0 \\
& \neq 2 \text { if } x=0
\end{aligned}
$$

Here $\operatorname{Lim}_{x \rightarrow 0} f(x)=0$. Even though $\underset{x \rightarrow 0}{\operatorname{Lim}} f(x)$ exists the graph of $f(x)$ is not continuous at 0 . The reason is that $\operatorname{Lim} f(x) \neq 2=f(0)$. $x \rightarrow 0$ If we alter the definition of $f$ at 0 and define $f(0)=0$, then $f(x)$ becomes continuous at 0 . From these illustrations we conclude that a function $f(x)$ is continuous at a point $c$ if

1) $\operatorname{Lim}_{x \rightarrow c} f(x)$ exists,
ii) $f(c)$ is defined and
iii) $\operatorname{Lim}_{x \rightarrow c} f(x)=f(c)$

Now we are in a position to give the mathematical definition of continuity of function at a point.

Definition : Let $f(x)$ be a function defined in an interval containing the point $x_{1}$. Then $f$ is said to be continuous at $x_{1}$ iff i) $f\left(x_{1}\right)$ exists, ii) $\operatorname{Lim}_{x \rightarrow x_{1}} f(x)$ exists iii) $\operatorname{Lim}_{x \rightarrow x_{1}} f(x)=f\left(x_{1}\right)$.

If any one of these three criteria is not met, then $f$ is said to be discontinuous at $x_{1}$. Earlier we gave Cauchy definition for limit of a function. Now we shall use this to give another definition of (usually called epsilon delta definition) of continuity. Definition : Let $f(x)$ be a function defined in an interval containing 'a'. If $f(x)$ exists then $f$ is said to be continuous at a iff given $\varepsilon>0 \quad \exists \delta>0$ such that
$|f(x)-f(a)|<\varepsilon \forall x$ with $0<|x-a|<\delta$

$$
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### 2.2 Continuity of a function on an interval

Let $f: I \rightarrow R(R$ being set of all real numbers) be a function defined on an interval $I$. Then $f$ is said to be continuous on I iff $f$ is continuous at every point of I. Thus $f$ is not continuous on I iff $\exists x \in I$ such that $f$ is not continuous at $x$. For instance consider the identity function $f(x)=x$ defined on any interval $I$, then $f$ is continuous on $I$. Because if a is any point of $I$, then $f(a)=a$ and so $f(a)$ exists. Also $\operatorname{Lim}_{x \rightarrow a} f(x)=\operatorname{Lim}_{x \rightarrow a} x=a$.

$$
\operatorname{Lim}_{x \rightarrow a} f(x)=a=f(a)
$$

$f$ is continuous at $a$. But a is an arbitrary point of $I$. Hence $f$ is continuous at every point of $I$ and so $f$ is continuous on $I$. Now we shall prove an important result on limits which is quite useful in deciding whether or not a given function is continuous at a point.

Let $f(x)$ be a function defined in an open interval containing a point 'a'. Ihen when $x \rightarrow a, x$ may approach 'a' through left side of a (or through those values of $x$ for which $x \rightarrow a$ ) or $x$ may approach a through right side of $a$. If $x$ approaches a from left side we write $x \rightarrow a-s i m i l a r l y x \rightarrow a+m e a n s$ that $x$ approaches a from right side.

Theorem: $\operatorname{Lim}_{x \rightarrow a} f(x)=L$ ( $L$ is a real number)
if and only if $\operatorname{Lim}_{x \rightarrow a+} f(x)=L=\operatorname{Lim}_{x \rightarrow a-} f(x)$
Proof: First suppose $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)=L$
Let $\varepsilon>0$ be given. Then $\exists \delta>0$ such that
$|f(x)-L|<\varepsilon \quad$ whenever $0<|x-a|<\delta$
If $a<x<a+\delta$, then $0<|x-a|<\delta$ and so

$$
|f(x)-L|<\mathcal{E} \cdot \text { Hence } \operatorname{Lim}_{x \rightarrow a^{+}} f(x)=L
$$

Similarly, $\underset{x \rightarrow a-}{\operatorname{Lim}} f(x)=L$
Conversely suppose $\operatorname{Lim}_{x \rightarrow a+} f(x)=\operatorname{Lim}_{x \rightarrow a-} f(x)=L$
Let $\varepsilon>0$. Ihere exists $\varepsilon_{1}>0$ such that if $a<x<a+\delta_{1}$ then $\mid f(x)-L<\varepsilon$. Also $\exists a \delta_{2}$ such that if $a-\delta_{2}<x<a$ then $|f(x)-L|<\varepsilon$

Let $\delta=\min \left\{\delta_{1}, \delta_{2}\right\}$. Ihen if $|x-a|<\delta$
either $a<x<a+\delta_{1}$ or $a-\delta_{2}<x<a$ so that $|f(x)-L|<\varepsilon$

$$
\operatorname{Lim}_{x \rightarrow a} f(x)=L
$$

### 2.3 Discontinuous functions

Definition : A funcizon $y=f(x)$ is said to be discontinuous at $x=a \operatorname{iff} f(x)$ is not conti nuous at $a$.

The discontinuity of $f(x)$ at $x=$ a can occur in any one of the following ways.

1. $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)$ does not exist.
2. $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)$ exists but is not equal to $f(a)$.
3. $\underset{x \rightarrow a}{\operatorname{Lim}} f(x)$ is infinite.

Now we shall illustrate these possibilities by means of some examples.

```
Illustration 1 : Let \(f(x)\) be a function defined on \([0, \overline{2}]\) as follows:
    \(f(x)=x \quad V x \in[0,1) \quad\) As \(x\) approaches 1 from the left
    \(=x+1 \quad V x \in(1,2] \quad\) side \((\) i.e. \(x \rightarrow 1-)\) we have
    \(f(1)=3 / 2\)
    \(\operatorname{Lim}_{x \rightarrow 1} f(x)=\operatorname{Lim}_{x \rightarrow 1} x=1\)
    As \(x\) approaches 1 from right side,
    we have, \(\operatorname{Lim}_{x \rightarrow 1^{+}} f(x)=\operatorname{Lim}_{x \rightarrow 1} x+1=2\)
```

Thus $\operatorname{Lim}_{x \rightarrow 1-} f(x) \neq \operatorname{Lim}_{x \rightarrow 1+} f(x)$
In this case $\underset{x \longrightarrow 1}{\operatorname{Lim}} f(x)$ does not exist because if
it exists then $\operatorname{Lim}_{x \rightarrow 1^{-}} f(x)=\operatorname{Lim}_{x \rightarrow 1^{+}} f(x)=\operatorname{Lim}_{x \rightarrow 1} f(x)$

Such a discontinuity is called as ordinary discontinuity or discontinuity of first kind of $f(x)$ at $x=1$.
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## Illustration 2

Let $f(x) x=x \quad \forall x \in[0,2] \quad$ and $x \neq 1$

$$
=2 \text { if } x=1
$$

Then $\operatorname{Lim}_{x \rightarrow 1+} f(x)=\operatorname{Lim}_{x}^{\operatorname{Li-}_{-}} f(x)=\operatorname{Lim}_{x \rightarrow 1} f(x)=1$
But $f(1)=2$.
Hence $\operatorname{Lim}_{x \rightarrow 1} f(x) \neq f(1)$
Hence $f$ is disconti nuous at $x=1$.
But this discontinuity of $f$ at $x=1$ can be removed by altering the value of $f(1)$.

Instead of defining $f(1)=2$ if we define $f(1)=1$, then $f$ becomes continuous at $x=1$.

Hence this type of discontinuity of $f$ is called as removable discontinuity.

Illustration 3
If neither $\operatorname{Lim}_{x \rightarrow a^{+}} f(x)$ nor $\operatorname{Lim}_{x \rightarrow a_{-}} f(x)$ exist then
$f(x)$ is said to have a discontinuity of second kind at $x=a$. For instance define a function $f$ on $[0,1]$ by,
$f(x)=+1$ if $x$ is rational

$$
=-1 \text { if } x \text { is irrational. }
$$

Then both $\operatorname{Lim}_{x \rightarrow y 2^{+}} f(x)$ and $\operatorname{Lim}_{x \rightarrow y^{\prime}} f(x)$ do not exist.
Hence $f$ has second kind discontinuity at $x=y 2$.

## Illustration 4

If one of the two limits $\operatorname{Lim}_{x \rightarrow a+} f(x), \operatorname{Lim}_{x \rightarrow a-} f(x)$ extsts while the other does not exist then the point $x=a$ is called $a$ point of mixed discontinuity for $f$.

For instance define a function $f(x)$ on $[1,2]$ as follows: $f(x)=x$ for $0 \leqslant x<1$
$\left.\begin{array}{rl}f(x) & =0 \text { if } x \text { is rational } \\ & =1 \text { if } x \text { is irrational }\end{array}\right\} \forall x \in[1,2]$
Then $\operatorname{Lim}_{x \rightarrow 1} f(x)=1$ but $\operatorname{Lim}_{x \rightarrow 1+} f(x)$ does not exist.
Hence $f$ has mixed discontinuity at $x=1$.
Illustration 5 If either of the $\operatorname{limits} \underset{x \rightarrow a+}{\operatorname{Lim}} f(x), \lim _{x \rightarrow a-} f(x)$
is infinite then $f(x)$ is saie to have an infinite discontinuity at $\mathrm{x}=\mathrm{a}$.
Consider $f(x)=y x \quad \forall x \in(0,1]$

$$
=0 \text { if } x=0
$$

Then $\operatorname{Lim} f(x)=\infty$. Iherefore, $f$ has an infinite discontinuity $x \rightarrow 0+$
at $x=0$.

## EXERCISES :

1. Let $f(x)=\frac{2 x^{4}-6 x^{3}+x^{2}+3}{x-1}=x \neq 1$.

Is $f$ continuous at $x=1$ ?
Explain the trpe of discontinuity $f$ has at $x=1$ if $f$ is discontinuous at $x=1$ 。
2. Let $f(x)=\frac{x}{x^{2}-1}$

Then find out the values of $x$ at which $f(x)$ is continuous.
3. Let $f(x)=\frac{x-|x|}{x}$ for $x \neq 0, f(0)=1$.

Examine the continuity of $f(x)$ at $x=0$.
4. Find the points of discontinuity of the function

$$
f(x)=\frac{x}{(x-2)(x-1)}
$$

5. If $f(x)$ is continuous at ' $c$ ', then show that the re exists $\delta>0$, such that $f$ is bounded on $(c-\delta, c+\delta)$.
6. Give an example of a function defined on a closed interval such that the function is discontinuous at every point of that interval.
7. If $f(x)$ is a continuous function on $[a, b]$ then show that $f$ is bounded on $[a, b]$.
8. If $f(x)$ is continuous on $[a, b]$ and $f(a)>0, f(b)<0$ then show that $f(x)=0$ for some $x \in(a, b)$.
9. Let $f(x)=2 x+1$ when $x<1$

$$
=3 \text { when } x=1
$$

$$
=x+2 \text { when } x>1
$$

Show that $f(x)$ is continuous at $x=1$.
10. Let $f(x)=x$ when $0 \leqslant x<1$

$$
=3 \text { when } x=1
$$

$$
=2 x+1 \text { when } x>1
$$

Examine the continuity of $f(x)$ at $x=1$.

## 3. DERIVAIIVES

### 3.1 Introduction:

Newton and Leibnitz had been able to solve independently the two basic problems viz. finding the tangent line to a curve at any given point and finding the area under a curve. Ihe tools that Newton and Leibnitz indepencently invented to solve these two basic problems are now called the 'derivative' and the 'integral'. Moreover, one of the great bonanzas of history is that the derivative and integral mich were invented to solve two particular problems, have applications to a great number of different problems In diverse academic fields.

The power of calculus is derived from two sources. First, the derivative and the integral can be used to solve a multitude of problems in many different academic disciplines. The second source of power is found in the relevancy of the calculus to the problems facing mankind. mmong the present day, applications of the calculus are the building of abstract models for the study of the ecology of populations, management practices, economics and medicine.

### 3.2 Gradient of a curve:

The gradient of a curve at any point is defined as the gradient (or slope) of the tangent to the curve at this point. An approximate value for the gradient of a curve at a point can be found by plotting the curve, drawing the tangent by eye and measuring its slope. Ihis method has to be used for a curve when the coordinates of a finite number of points are known, but its equation is not known. When the equation of a curve is known, an
accurate method for determining gradients is necessary so that we can further our analysis of curves and functions.

Consider first the problem of finding the gradient of a curve at a given point $A$. If $B$ is another point on the curve (not too far from $A$ ), then the slope of the chord $A B$ gives us an approximate value for the slope of the tangent at $A$. The closer $B$ is to $A$, the better is the approximation. In other words, as $B \rightarrow A$, slope of chord $A B \longrightarrow$ slope of the tangent at $A$. Let us now consider an example where : $:$ can use this definition to find the gradient of a curve at a particular point of the curve.

For this purpose, we introduce the following symbolism. A variable quantity, prefixed by $\delta, m e a n s$ a small increase in that quantity,
$S_{x}$ is a small increase in $x$,
$\delta_{y}$ is a small increase in $y$.
Here $\delta$ is only a prefix and it cannot be treated as a factor.

Now consider the curve $y=x(2 x-1)$ and the problem of finding gradient at the point on the curve where $x=1$. If $x=1, y=1$, let $A$ be the point (1,1). Let $B$ be a point on the curve very close to $A$. Then $x$ coordinate of $B$ is $1+\delta x$
(where $\delta x$ is very small or close to zero).
$y$ coordinate of $B=\left(1+\delta_{x}\right)\left[2\left(1+\delta_{x}\right)-1\right]$
$=(1+\delta x) \quad(2 \delta x+1)$

Slope of $A B=$ increase in $y /$ increase in $x$.

$$
\begin{aligned}
& =\frac{\left(1+\delta_{x}\right)(2 \delta x+1)-1}{(1+\delta x)-1} \\
& =\frac{2\left(\delta_{x}\right)^{2}+3 \delta x}{} \\
& =2 \delta x+3
\end{aligned}
$$

As $B$ approaches $A, \delta_{x} \rightarrow 0$
Hence gradient of the curve at $A=\operatorname{Lim}_{B \rightarrow A}[$ slope of $A B]$

$$
\begin{aligned}
& =\operatorname{Lim}_{x \rightarrow 0}[2 \delta x+3] \\
& =3
\end{aligned}
$$

Now we found that the gradient of the curve $y=x(2 x-1)$ is 3 at the point on the curve where $x=1$. We will now derive a function for the gradient at any point on the curve. Then we can find the gradient at a particular point by substitution into this derived function. Instead of taking a fixed point on the curve, we shall take $A$ as any point $(x, y)$ on the curve. Let $B$ be another point on the curve whose $x$ coordinate is $x+\delta x$. Then $B$ is the point $(x+\delta x,[x+\delta x][2 x+2 \delta x-1]$ The slope of chord $A B=\frac{(x+\delta x)(2 x+2 \delta(x-1)-x(2 x-1)}{x}$

$$
\begin{aligned}
& =\frac{2 x^{2}+4 x \delta x+2(\delta x)^{2}-d x-x-2 x^{2}+x}{\delta x} \\
& =\frac{4 x \delta x-\delta x+2(-\delta x)^{2}}{d x} \\
& =[4 x-1+2 \delta x]
\end{aligned}
$$

Then the gradient at any point $A$ on the curve $=$

$$
\underset{\delta x \rightarrow \tau}{\operatorname{Lim}} 4 x-1+2 \delta x
$$

$$
=4 x-1
$$

So the function $4 x-1$ gives the gradient at any point on the curve $y=x(2 x-1)$.
We can now find the gradient of the curve at a particular point on $y=x(2 x-1)$ by substituting the $x$ coordinate of that point into the function $4 x-1$. Thus the gradient of the curve at $x=1$ is $4.1-1=3$ which we ob=ained earlier.

The function $4 x-1$ is called the gradient function of $y=x(2 x-1)$ and the process of deriving is called differentiation with respect to $x$. Since $4 x-1$ was derived from the function $x(2 x-1)$, it is called the derivative or derived function of $x(2 x-1)$. Symbolically we write, $d / d x[x(2 x-1)]=4 x-1$ where $d / d x$ stands for "derivative w.r.t. $x$ of". We also write $d y / d x=4 x-1$. Sometimes, we call $d y / d x$ as "differential coefficient of $y$ w.r.t. $x$ ". The above method of finding derivatives is called as "finding derivatives from first principles".

### 3.3 Equaticns of Ianqents and Normals :

Now that we know how to find the gradient of a curve at a given point on the curve, we can find the equation of the tangent or normal to the curve at that point.

## Illustration 1

Find the equation of the tangent to the curve
$y=x^{2}-3 x+2$ a the point where it cuts the $y$-axis
$y=x^{2}-3 x+2$ cuts the $y$-axis where $x=0$ and $y=2$.
The slope of the tangent at $(0,2)=$ the value of $d y / d x$ when $x=0$.

$$
=\left[d / d x\left[x^{2}-3 x+2\right]\right]_{x=0}=[2 x-3]_{x=0}=-3
$$

Thus the tangent is a line with slope -3 and passing through $(0,2)$. So its equation is $y-2=-3(x-0)$.

Hence the desired equation is $y=-3 x+2$.

## Illustration 2

Find the equation of the normal to the curve $y=x^{2}+3 x-2$ at the point where the curve cuts the y-axis.

As shown in the illustration 1, the slope of the tangent to the curve at $(0,2)$ is -3 .

Hence the slope of nomal to the curve at $(0,2)$ is $y 3$.
Hence the equation of normal to the curve at $(0,2)$ is given by $y-2=y 3 x$ or $3 y=x+6$.

## Exercises :

1. Differentiate the following functions w.r.t. $x$ from first principles.
i) $y=x^{2} \quad$ ii) $y=3 x^{2}$, $\quad$ iii) $y=y x^{2} \quad$ iv) $y=x^{3}+3$
v) $y=x^{2}-2 x+1$
2. Find the equation of the tangent to the curve $y=x^{2}+b x-2$ at the point where this curve cuts the line $x=4$.
3. Find the equations of the normals to the curve $y=x^{2}-5 x+6$ at the points where the curve cuts the $x$-axis.
4. Find the coordinates of the point on $y=x^{2}$ at which the gradient is 2. Hence find the equation of the tangent to $y=x^{2}$ whose slope is 2 .
5. Find the value of $K$ for which $y=2 x+K$ is a normal to $y=2 x^{2}-3$.
6. Find the equation of the nomal to $y=x^{2}-3 x+2$ whose slope is 2 .
7. Find the equation of the tangent to $y=2 x^{2}-3 x$ whose slope is 1.
8. Find the equation of the tangent to $y=(x-5)(2 x+1)$ which is parallel to the x-axis.
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## af?licaticns CF mean value theorem

The Mean Value Theorem for derivative is of great importance in Calculus because, many useful properties of functions can be deduced from it. A special case of this result known as Roble's theorem was first proved by Michael Role, a French Mathematician In 1691. A formal statement of the Mean Value Theorem is given here for convenience.
(Ref: Th. 4.10 of the lextbook)

Statement : Let $f$ be a real function, continuous on the closed interval $[a, b]$ and differentiable in the open interval ( $a, b$ ), then, there is a point $C \in(a, b)$ such that

$$
\begin{equation*}
\frac{f(b)-f(a)}{b-a}=f^{1}(c) \tag{1}
\end{equation*}
$$

$C$ is called a mean value.


fig. 1


#### Abstract

Intuitively (1) can be interpreted thus - If we assume $f(t)$ to be the distance travelled by a movingparticle at time $t$. Then the lefthand side of (1) represents the mean or average speed in the time interval $a, b$ and the derivative $f^{1}(t)$ on Rhs represents the instantaneous speed at time $t$. (1) asserts that at some instant $C$ during the motion of the particle, the average speed is equal to the instantaneous speed.


Geometrically, (1) implies that the slope of the tangent at (C. $f(c))$ ) in fig.1. $\left[\left(C_{1}, f\left(C_{1}\right)\right)\right.$ and $\left(C_{2}, f\left(C_{2}\right)\right.$ in fig. 2$]$, is equal to the slope of the chord PQ.

This is seen in the figure by the fact that the chord PQ is parallel to the tangent line at $C$ (in fig.1) (and at $C_{1}$ and $C_{2}$ in figure 2).

There may be two or more mean values also on a given interval, depending on the graph of $f$.

Although the M.V. Theorem guarantees that there will be atleast one mean value for a function whose graph is a smooth curve on a given interval, the theorem gives no information about the exact location of these mean values. We just know that the point C lies somewhere between/and b. Generally, an accurate location of $C$ is difficult. Many useful conclusions can be drawn by simply knowing about the existence of atleast one mean value.

## Some Consequences of Mean Value Iheorem :

1. A generalization of M.V.Theorem can be obtained by considering the parametric representation of a function whose graph is a smooth curve on $[a, b]$

Let $x=g(t), \quad y=f(t) ; a \leqslant t \leqslant b \ldots$
be the parametric form of the given function.
Slope of the chord joining the end points $(g(a) . f(a \downarrow)$ and
$(g(b), f(b))$ of the curve $=\frac{f(b)-f(a)}{g(b)-g(a)} \quad \ldots$
The slope of the tangent to the curve the point $C$

$$
\begin{equation*}
=\frac{f^{1}(c)}{g^{1}(c)} \tag{4}
\end{equation*}
$$

The Mean Value Theorem asserts that there always exists a mean value $C$ in (a.b) for which

$$
\begin{aligned}
\frac{f(b)-f(a)}{g(b)-g(a)} & =\frac{f^{1}(c)}{g^{1}(c)}-a<c<b \cdots(A) \\
g^{1}(c) & \neq 0
\end{aligned}
$$

(A) is referred to ळ Cauchy's M.V. Theorem.
2. Alaebraic sign of the first derivative of a function gives useful information about the behaviour of its graph. Using Nean value Theoren, the algebraic sign of the derivative of a given function can be determined.

Theorem: Let $f$ be continuous on $[a, b]$ and derivable in ( $a, b$ ), then,
a) If $f^{1}(x)>0 \forall x \in(a, b)$, then $f$ is strictiy increasing on $[a, b]$
b) If $f^{1}(x)<0 \quad \forall x \in(a, b)$ then $f$ is strictiy decreasing on $[\mathrm{a}, \mathrm{b}]$
c) If $f^{1}(x)=0 \quad \forall x \in(a, b)$, then $f$ is a constant.

Froof : (a) For any points $x_{1}$ and $x_{2}$ with $a \leqslant x_{1}<x_{2} \leqslant b$, the Mean Value Theorem applied to $\left[\begin{array}{ll}x_{1} & x_{2}\end{array}\right]$ gives

$$
\frac{f\left(x_{2}\right)-f\left(x_{1}\right)}{x_{2}-x_{1}}=f^{1}(c) ; \quad x_{1}<c<x_{2} \cdots(5)
$$

Since $f^{1}(c)$ is given to be $>0$ and $x_{2}-x_{1}>0$, wesee that $\mathrm{f}\left(\mathrm{x}_{2}\right)-\mathrm{f}\left(\mathrm{x}_{1}\right)>0$ implying that $\mathrm{f}\left(\mathrm{x}_{1}\right)<\mathrm{f}\left(\mathrm{x}_{2}\right)$ or f is strictiy increasing on $[a, b]$.

Proof of (b) is left as an exercise.
proof of (c) : Put $x_{1}=a$ in (5).
twe get $\frac{f\left(x_{2}\right)-f(a)}{x_{2}-a}=f^{1}(c)$
...
Since $f^{1}(c)=0,(6) \Longrightarrow f\left(x_{2}\right)=f(a) \quad \forall x_{2} \in[a, \bar{b}]$
Hence $f$ is a constant on $[a, b]$

Using this result, it is possible to determine the intervals of increase and decrease of functions.

The well-known sufficient conditionfor the existence of an extrema for a function also follows from the above theorem.
3. The Mean Value Theorem can be used to show that : Any two integrals of the same derived function can differ atmost by a constant.

Proof : Suppose $F(x)$ and $G(x)$ have the same derivative $f(x)$ over some interval $a \leqslant x \leqslant b$.
Consider $H(x)=F(x)-L(x) \ldots(1)$
Apply Mean Value Iheorem to $H(x)$ on $\left\lfloor\bar{a}, c^{-}\right\rfloor$
where $C$ is : $a \leqslant c \leqslant b$ to obtain
$H(c)-H(a)=H^{1}(\xi)(c-a), a \leqslant \xi \leqslant c$.
Since $H^{1}(x)=F^{1}(x)-G^{1}(x)=0$ by hypothesis, $x \in[a, b]$
$H(c)-H(a)=0$ and so $H(c)=H(a)$
$\Rightarrow F(c)-G(c)=F(a)-G(a)$ where
$F(a)-G(a)$ is a fixed quantity. Let $F(a)-G(a)=C$ since $c$ is any value of $x$ in $[a, b]$,
we have $F(E)-G(c)=C, \forall c \in[a, b]$
$\therefore F(x)$ and $G(x)$ can differ by a constant $C$.
Now, $F(x)$ and $G(x)$ which are any two integrals of $f(x)$ can differ only by a constant $C$.

## Lifferentials and Mean Value Theorem

Recall that the differential $d y$ of a function $y=f(x)$ is
aefined by the equation

$$
d y=f^{1}(x) \cdot \Delta x=f^{1}(x) d x \text { for small } \Delta x \text {. }
$$

tere, dy is an approximate value of $\Delta y$, we know that, $\Delta y=f(x+\Delta x)-f(x) \quad \cdots$

Can we improve this approximation?
Mean Value Theorem helps us to answer this question.
Now, instead of considering $x$ and $x+\Delta x$ let us consider any two values of $x$ say, $a$ and $b$.

Then we get $\Delta y=f(b)-f(a) \ldots$
and $d y=f^{1}(a)(b-a)$
Since $d y \approx \Delta y, f(b)-f(a) \approx f^{1}(a)(b-a)$
Can we now find an approximation to $f(b)$ - $f(a)$, which is better than $f^{1}(a)(b-a)$ ?

$\operatorname{tgg} 2$
From the figure, $\frac{f(b)-f(a)}{b-a}$, is slope of chord $A B$. But by Mean Value Theorem there exists a $C$; $a<c<b$, such that slope of $A B=$ Slope of tangent at $(C, f(c))=f^{1}(c)$.

$$
\begin{array}{r}
\therefore \frac{f(b)-f(a)}{b-a}=f^{1}(c) \Rightarrow f(b)-f(a)=(b-a) f^{1}(c)-  \tag{6}\\
a<c<b
\end{array}
$$

Comparing (5) and (6) we see that (6) results from (5) when we replace a by $c$ in $f^{1}(a), c$ being the mean value. Also, (6) is an estimate of $\Delta y=f(b)-f(a)$. In fact (6) gives an exact expression for $\Delta y$ or $f(b)-f(a)$, whereas (5) gives a mere approximation to
$f(b)-f(a)$ or $\Delta y$. Hence we have proved that the approximation of $\Delta y$ by the differential dy $c$ an be bettered by using the Mean Value Iheorem. For such an improved approximation of $\Delta y$, $\Delta x$ need not be very small.
(5) If for a given function $y=f(x)$ derivable on ( $a, b$ ) and continuous on $[a, b]$ we further assume that $f^{1}(x)$ is continuous on $[a, b]$, then $f^{1}$ ought to attain its maximum and minimum values (bounds) atleast once on $[a, \bar{b}]$. By Mean Value lheorem, we have

$$
\frac{f(b)-f(a)}{b-a}=f^{i}(c), a<c<b \ldots(*)
$$

(*) now implies that $f^{1}(c)$ cannot exceed max. $f^{1}$ nor can it be less than min. $f^{1}$ on $[a, b \overline{]}$. So, we obtain
Least value of $f^{1} \leqslant \frac{f(b)-f(a)}{b-a} \leq \operatorname{la}[b]$
or

$$
\begin{equation*}
\underset{x \in[a, b]}{\operatorname{Min} f^{1}(x)} \leqslant \frac{f(b)-f(a)}{b-a} \leqslant \operatorname{Max} f^{1}(x) \quad x \in[a \cdot b] \tag{1}
\end{equation*}
$$

(1) can now be used to restate the Mean Value Theorem as follows: The mean value of a continuous function on a closed interval must actually be a value attained by the function. (1) can also be used to estimate the value of a function at a given point when a and $f^{1}$ are known.

## Assianment Problems

1. Use Mean Value Theorem to deduce the following inequalities :
a) $|\sin x-\sin y| \leq|x-y|$
b) $n y^{n-1}(x-y) \leqslant x^{n}-y^{n} \leqslant n x^{n-1}(x-y)$
if $0<y \leqslant x, \quad n=1,2,3, \ldots$.
2. The function $y=\left|4-x^{2}\right|, \quad-3 \leq x \leq 3$ has a horizontal tangent at $x=0$ even though the function is not differentiable at $x=-2$ and $x=2$. Does this contradict thean Value Iheorem? Explain.
3. A motorist drove 30 miles during a one hour trip. Show that the Car's speed was equal to 30 miles/hour atieast once during the trip.
4. Show that

$$
\frac{d}{d x}\left(\frac{x}{x+1}\right)=\frac{d}{d x}\left(-\frac{1}{x+1}\right)
$$

even though $\frac{x}{x+1} \neq \frac{-1}{x+1}$
Explain.
5. Show that the hean Value Theorem can be given b; the equation. $\frac{f(x+h)-f(x)}{h}=f^{1}(x+\theta h), \quad 0<\theta<1$.
Letermine $\theta$ as a function of $x$ and $h$ when
a) $f(x)=x^{2}$
(b) $f(x)=e^{x}$
c) $f(x)=\log x, \quad x>0$

## DERIVATIVE AS A RAIE MEASURER

Consider a particle $P$ moving in a straight line. Its motion can be described by the function
$S=f(t)$, where $S$ is the position of $P$ at any time instant $t$. Let $V$ be the Velocity of the moving particle $P$, at the time instant $t$. Wie wish to obtain $V$ as the derivative $f^{1}(t)$.

Recall that the average velocity of $P$ in a time interval $\Delta t$ is the difference quotient $\frac{\Delta s}{\Delta t}$ and

$$
\begin{equation*}
\frac{\Delta S}{\Delta t}=\frac{f(t+\Delta t)-f(t)}{(t+\Delta t)-t}=\frac{(S+\Delta S)-S}{(t+\Delta t)-t} \tag{1}
\end{equation*}
$$

$V$, the Instantaneous velocity of $P$ at time $t$ is now computed from the values of $\frac{\Delta s}{\Delta t}$ for progressively smaller values of $\Delta t$. Ihis leads to $V$ as $\lim _{\Delta t \rightarrow 0} \frac{\Delta s}{\Delta t}$
or $V=\operatorname{Lim}_{\Delta t \rightarrow 0} \frac{f(t+\Delta t)-f(t)}{t}=f^{1}(t)$
(2) Implies that when the position function $S=f(t)$ of a moving particle is known, the rate of motion of the particle w.r.t. time can be given by the derived function $f^{1}(t)$.

When the motion of $p$ is uniform, the average velocity itself represents the instantaneous velocity, as the velocity of motion remains constant at all instants of time.

If $P$ moves with variable velocity, then average velccity $\frac{\Delta s}{\Delta t}$ differs with differing values of $\Delta t$. By taking an instant 't' as a time-interval of length zero, (an instant is at a point of time) $\quad \frac{\Delta s}{\Delta t}$ reduces to $\frac{0}{0}$ for a given instant of time 't', which is meaningless. However, for small values of $\Delta t, \frac{\Delta s}{\Delta t}$ gives
approximate values of instantaneous velocity $V$. Hence it is reasonable to define $V$ with the aid of the limit concept. Thus,

$$
V=\lim _{\Delta t \rightarrow 0} \frac{\Delta s}{\Delta t}=f^{1}(t)
$$

Note: $V$ is independent of the increment $\Delta t$, but depends on the value of $t$ and the type of function $f(t)$.

Va=iable Physical magnitudes as derivatives: More examples. 1. Acceleration : When the velocity function $\hat{y}=f(t)$ of $a$ particle performing non-uniform motion is known, the instantaneous rate of change of its velocity (acceleration) is computed by Acceleration $=\frac{d v}{d t}=f^{1}(t)=\operatorname{Lim}_{\Delta t \rightarrow 0} \frac{\Delta v}{\Delta t}$ when the quotient $\frac{\Delta v}{\Delta t}=\frac{f(t+\Delta t)-f(t)}{\Delta t}$ is the average acceleration. 2. Heat Capacity: as a derivative

Let $\mathrm{q}=\mathrm{H}(\mathrm{t})$ give the quantity of heat q , absorbed by a physical body when heated to the temperature $t$. Heat capacity $C$ is the rate of change of the quantity of heat absorbed w.r.t. temperature. $C$ is expressed as a derivative. If Average Heat Capacity $\quad C_{a v}$ is the quoticnt $\Delta q / \Delta t$,
then, $\quad C=\operatorname{Lim}_{\Delta t \rightarrow 0} C_{a v}=\operatorname{Lim}_{\Delta t \rightarrow 0} \frac{\Delta a}{\Delta t}=\underset{\Delta t \rightarrow 0}{\operatorname{Lim}} \underset{\Delta t}{ } \underset{\Delta t}{ }(t+\Delta t)-H(t)$ $=H^{1}(t)$.

## 3. Reaction rate of a chemical reaction

Let the function $m=\varnothing$ ( $t$ ) represents the mass of a chemical substance entering into a chemical reaction during time $t$.

The rate of change of mass of the substance w.r.t. the time $t$ is called the reaction rate. This can be expressed as a derivative.

If Average reaction rate $R_{a v}$ for the time interval $\Delta t$ is given by the quotient

$$
\frac{\Delta_{m}}{\Delta t}=\frac{\varnothing(t+\Delta t)-\phi(t)}{\Delta^{t}}
$$

Then the reaction rate $R$ for a given amount of subs:ance at time $t$ is

$$
\mathrm{a}=\operatorname{Lim}_{\Delta t \rightarrow 0} \frac{\Delta_{\mathrm{m}}}{\Delta t}=\operatorname{Lim}_{\Delta t \rightarrow 0}^{R} \mathrm{Rav}=\phi^{1}(t)
$$

The above examples show how derivatives are used to express certain variable physical magnitudes as rates of change w.r.t. some other physical magnitudes.

In general, the derivative of a function estimates the rate of change of a given function. Hence

$$
f^{1}(x)=\operatorname{Lim}_{\Delta x \rightarrow 0} \frac{f(x+\Delta x)-f(x)}{\Delta x}
$$

gives the measure of the rate at which $f(x)$ chances with respect to $x$, at a given point $x$.

Related rates - problems :
Before attempting to solve some problemswe recall the chain rule, as it is often tailor-made in solving the related rates problem\&,

If $2=f(y)$ and $y=g(x)$
then $\frac{d z}{d x}=\frac{d z}{d y}, \frac{d y}{d x} \quad \cdots$
where $\frac{d z}{d y}=f^{1}(y)$ and $\frac{d y}{d x}=g^{1}(x)$
(1) Tells us that the rate of change of 2 w.I.t.Xis the product of the rate of change of $Z w . r . t . ~ y$ and the rate of change of $y$ W.I.t. x.

Problem i. A variable right triangle $A B C$ in the $x y-p l a n e ~ h a s ~ i t s$ right angle at the vertex $B$, a fixed vertex $A$ at the origin and the third vertex $C$ restricted to lie on the parabola $y=1+\frac{7}{36} x^{2}$. The point $B$ starts at $(0,1)$ at time $t=0$ and moves upward along the $y$ axis at a constant velocity of $2 \mathrm{~cm} / \mathrm{sec}$. How fast is the area of the triangle increasing when $t=7 / 2 \mathrm{sec}$ ?

Solution: Llearly the moving vertex $C$ of the expanding triangle has for its coordinates $C(x, y)$ where $x$ is the base and $y$ the height of the triangle, $x$ and $y$ are both variables. $C(x, y)$ satisfies the equation $y=1+\frac{7}{36} x^{2}$. Note th-t the triangle remains right angled while varying in its size.

The velocity of the moving vertex $B$ along $y$ axis ( $=d y / d t$ ) is a constant $(=2 \mathrm{~cm} / \mathrm{sec}) . \therefore$ the equations relating the variables $x, y$ and $t$ are
(1) $\rightarrow$ Area $ゥ=y 2 x y$
(2) $y=1+\frac{7}{36} x^{2}$
(3) $y=1+2 t$
(4) $7 x^{2}=72 t$

We must find $\frac{d A}{d t}$ at $t=7 / 2 \mathrm{sec}$.
$\frac{d A}{d t}=y_{2}(x \cdot d y / d t+y \cdot d x / d t) \ldots$
Substituting $x=6$ and $y=8$, (found from (3) and (4) for $t=7 / 2$ )
and $\forall$ sing the values $\frac{d x}{d t}=\frac{6}{7}$ and $\frac{d y}{d t}=2$ in the equation (5)
We obtain $\frac{d A}{d t}=\frac{66}{7} \mathrm{~cm}^{2} / \mathrm{sec}$ at $7 / 2=\mathrm{t}$
$\therefore$ The triangle is increasing its area at the rate of $66 / 7 \mathrm{~cm}^{2} / \mathrm{sec}$.

Problem 2. $A$ stone is aropped into a quiet pond and waves move in circles outward from the place where it strikes, at a speed of $3^{\prime \prime}$ per second. At the instant when radius of one of the wave Iings is three feet, how fast is its enclosed area increasing ?

Solution: Racius $r$ and area $A$ are
the variables. Ihe equation relating the variables are
$A=\pi r^{2}$ so that $\frac{d A}{d t}=2 \pi r \frac{d r}{d t}$


The speed of the wave outward from the center is the rate at which the radius increases $=\frac{d r}{d t}$

$$
\begin{gathered}
\frac{d r}{d t}=3^{\prime \prime} / \text { sec. At } r=3 \text { the rate of } \\
\text { increase in area }=\frac{d A}{d t}=2 \quad \text { 3. } \frac{1}{4}=\frac{3}{2}=4.71 \mathrm{sq} \cdot \mathrm{ft} / \mathrm{sec}
\end{gathered}
$$

Problem 3 : Water runs into conical paraffin paper cup five inches high and 3 inches across the top at the rate of one cubic inch per sec. When it just half filled, how rapidly is the surface of the water rising ?

Solution: The height ( $H$ ) and the diameter ( $D$ ) of the conical cup are the given constants. Let $h$ be the height of the surface of water in the conical cup, when the volume of the water already in the cup is $V$. $h$ and $d$ (the diameter of water in the cuppare both variables.


The rate of increase in the volume of water = rate of inflow of water into the $c u p=d v / d t=1$ cubic inch per second. The rate of rise in the surface of water in the cone = rate of increase of height $h=d h / d t$
$V=$ Volume of the conical $c u p=\frac{\overline{1}}{3} \pi \frac{D^{2} H}{12}=11.7$
$\frac{1}{2} V=\frac{11.7}{2}=5.85 \mathrm{cu}$. inc. is the volume of water in the cup when first half filled.

We must find $d h / d t$ when $v=5.85$ and $d v / d t=1$.
$V$, Volume of water in the cup $=$

$$
\begin{equation*}
v=\frac{\sqrt{d} h}{12} \Rightarrow h d^{2}=\frac{12}{\pi} v \tag{1}
\end{equation*}
$$

(1) relates the variables $h$ and $V$, but al so contains 'd'. We must express $d$ in terms of $h$ or $V$.

Vie have $\frac{\mathrm{d}}{\mathrm{h}}=\frac{\mathrm{D}}{\mathrm{H}}=\frac{3}{5}=.6$

$$
\begin{equation*}
d=.6 \mathrm{~h} \tag{2}
\end{equation*}
$$

Using (2) in (1)

$$
\begin{aligned}
& \text { h. }\left(.26 h^{2}\right)=\frac{12 V}{\pi}=.36 h^{3} \\
& h=\sqrt[3]{\frac{12}{36 \pi}} \cdot \sqrt[3]{V}
\end{aligned}
$$

After computing cube roots, we can write $h=2.2 v^{y 3}$

$$
\begin{aligned}
& \frac{d h}{d t}=2.2 \frac{1}{3} V^{-2 / 3} \frac{d V}{d t} \\
& =\frac{.74}{\sqrt[3]{V^{2}}} \cdot \frac{d V}{d t} \text { when } V=5.85 \text { (half filled) and } \frac{d V}{d t}=1 \\
& \frac{d h}{d t}=\frac{.74}{\sqrt[3]{(5.85)^{2}}} \quad .1=\frac{.74}{\sqrt[3]{35.2}}=.23 \mathrm{in} / \mathrm{sec} .
\end{aligned}
$$

Problem 4: A balloon is rising vertically from the ground at a constant rate of $15 \mathrm{ft} / \mathrm{sec}$. An observer situated at a point $p$ 160 ft away from the point of liftoff tracks it. Find the rate at which the angle at $P$ and the range $r$ are changing when the balloon is 160 ft . above the ground.


Solution: Variables are angle $\theta$ and the range $I$,
From the figure, $\tan \theta=\frac{h}{160}$
Differentiating (1) on both sides w.r.t. $t$
$\sec ^{2} \theta \cdot \frac{d \theta}{d t}=\frac{1}{160} \cdot \frac{d h}{d t} \quad \ldots$

At $h=160$ (1) gives $\tan \theta=1 \quad \theta=\pi / 4$.
$\sec ^{2} \theta=(\sqrt{2})^{2}=2 ; \quad \frac{d h}{d t}=15 \mathrm{ft} / \mathrm{sec}$. (given). $\therefore(2)$ becomes
2. $\frac{d \rho}{d t}=\frac{1}{160} \times 15 \quad \frac{d \theta}{d t}=\frac{15}{320} \mathrm{rad} / \mathrm{sec} .=\frac{3}{64}$ radians $/ \mathrm{sec}$.

Angle $P$ is increasing at the rate of $\frac{3}{64}$ radians $/ \mathrm{sec}$ when $\mathrm{h}=160 \mathrm{ft}$.

## Now to find the rate of change of the range $r$

From the figure, $h^{2}+160^{2}=r^{2}$
(Note h and r are variables)
differentiating (3) w.r.t. t.

$$
\begin{equation*}
2 \mathrm{~h} \cdot \mathrm{dh} / \mathrm{dt}=2 \gamma \cdot \frac{\mathrm{~d} I}{\mathrm{~d} t} \tag{4}
\end{equation*}
$$

when $h=160, r=\sqrt{160^{2}+160^{2}}=160 \sqrt{2}$

$$
\begin{aligned}
& \qquad \frac{\mathrm{dh}}{\mathrm{dt}}=15 \mathrm{ft} / \mathrm{sec} . \\
& \frac{\mathrm{d} t}{\mathrm{dt}}=\frac{160}{160 \sqrt{2}} \cdot 15=\frac{15}{\sqrt{2}} \frac{15 \sqrt{2}}{2} \mathrm{ft} / \mathrm{sec} . \\
& \text { Range } r \text { is varying at the rate of } \frac{15 \sqrt{2}}{2} \mathrm{ft} / \mathrm{sec} .
\end{aligned}
$$

## A step by step guide to solve related rates croblems:

1. Draw a figure. Name the variable and constant magnitudes. Label these in the figure.
2. Mark the variable/variables whose rate/rates of change you must find.
3. Form equations relating variable and constants.
4. Substitute known values (if necessary) and differentiate. Cbtain a single equation expressing the rate that you want in terms of the rates and quantities already known.

## Problems for Assianment :

1. Suppose a rain drop is a perfect sphere. Assume that through condensation, the rain arop accumulates moisture at rate proportional to the surface area. Show that the radius increases at a constant rate.
2. A ballocn 200 ft off the ground and rising vertically at the constant rate of $15 \mathrm{ft} / \mathrm{s}$. An automobile passes beneath it travelling along a straight road at the constant rate of $45 \mathrm{~m} /$ hour. How fast is the distance between them changing one second later? (ans. $53.7 \mathrm{ft} / \mathrm{sec}$ ).
3. A light is at the top of pole 50 ft high. A ball is dropped from the same height from a point 30 ft away from the height. How fast is the shadow of the ball moving along the ground $y 2$ second later? (Ans. $1500 \mathrm{ft} / \mathrm{sec}$.).
4. Two ships $A$ and $B$ are sailing straight away from the point $D$ along routes such that the angle $A O B=120^{\circ}$. How fast is the distance between them changing, if at a ce=tain instant $D A=8$ miles? Ship $A$ is sailing at the rate of 20 miles/h and ship $B$ at the rate of 30 miles/hr ? (Hint: Use law of Cosines) 260/37 miles/hr.
5. A particle is moving in the circular orbit $x^{2}+y^{2}=25$. As it passes through the point (3,4), its Y-cooriznate is decreasing at the rate of 2 units per second. How is the X-coordinate changing ? (Ans: 8/3 units/sec).

## Additional Problems for Assianment :

1. Find the height of a Iight cone with least volume circumscribed about a given sphere of radius R. (Ans.4R)
2. It is required to make a cylinder, open at the top the walls and the bottom of which have a given thickness. ithat should be the dimensions of the cylinder so thatfor given storage capacity, it will require the least material ? (Ans. $R=\cong V / R$ is the inner radius of the base, $V=$ inner volume).
3. Out of sheet metal having the shape of a circle of radius $R$, cut a sector such that it may be bent into a funnel of maximum storage capacity. (Ans. The central angle of the sector $=2 \sqrt{1} \sqrt{2 / 3}$ 4. Of all circular cylinders inscribed in a given cube with side a so that thetr axis coincide with the diagonal of the cube and the circumferences of the base touch its planes. Find the cylinder with maximum volume.

$$
\begin{aligned}
& \mathrm{h}=\frac{\mathrm{a} \sqrt{3}}{3} \\
& \mathrm{r}=\frac{\mathrm{a}}{\sqrt{6}}
\end{aligned}
$$
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5. In a rectangular coordinate system a point $\left(X_{0}, Y_{0}\right)$ is lying in the first quadrant. Draw a straight line through this point so that it forms a triangle of least area with the positive directions of the axis. (Ans. $X / 2 X_{0}+Y / 2 Y_{0}=1$ ).
6. Given a point in the axis of the parabola $Y^{2}=2 p x$ at a distance of a from the vertex, find the abscissa of the point of the curve closest to it. (Ans. $X=a-p$ ).
7. Assuming that the strength of a beam of rectangular cross-section is directly proportional to the width and to the cube of the altitude, find the width of a beam of maximum strenyth that may be cut out of a $\log$ of diameter 16 cms . (rins. width $=8 \mathrm{~cm}$ ).
8. A torpedo boat is standing at anchor 9 km from the closest point of the shore. A messenger has to be sent to a camp 15 km (along the shore) from the point of the shore closest to the boat. Where should the messenger land so as to get to the camp in the shortest possible time? (if he does $5 \mathrm{kms} / \mathrm{hr}$ walking and $4 \mathrm{~km} / \mathrm{hr}$ rowing). (Ans. at a point 5 km from the camp).
9. Show that the volume of the largest right circular cylinder which can be inscribed in a given right circular cone is 4/9 the volume of the cone.
10. If sum of the surface areas of cube and a sphere is constant, what is the ratio of an edge of the cube to the diameter of the sphere when a) the sum of their volumes is a minimum? b) the sum of their volumes is a maximum ?
11. A lamp 50 ft above the horizontal ground and a sto ne is dropped from the same height from a point 12 ft away from the lamp. Find the speed of the shadow of the stone on the ground when the stone has fallen 10 ft .
12. The volume of a certain mass of a gas uncer pressure $P$ lbs wt/sq inch is $v$ cu.inches where $P V=1200$. If the volume increases at the rate of 40 cubic inches/min. find the rate of change of pressure when vol $=20$ c.inches,
(Ans. $120 \mathrm{lbs} / m \neg n$ ).
13. A circular blot of ink on a blotting paper expanas in such a way that the radius $I$ cms at $t$ secs is given by
$r=t-\frac{1}{8 t^{2}}$.
Find the rate at which the blot is increasing at the end of 2 seconds. (Ans. $\frac{2079 \pi}{512}$ ).

## DIFFERENTIALS ANL APYPROXIMATIONS.

In this section, we attempt to define derivative as a quotient of two quantities called differentials and see how this definition is useful in carrying out approximate calculations.

Recall that, derivative $f^{1}(x)$ of a given function $y=f(x)$ is defined as the limit of a quotient,

$$
\text { i.e. } f^{1}(x)=\lim _{\Delta x \rightarrow 0} \frac{\Delta v}{\Delta x}=d y / d x
$$

Note that $f^{1}(x)$ itself is not a quotient.
It is wrong to interpret that $d y / d x$ as obtained by dividing $d y$ by $d x$, Where $d y=\lim \Delta y$ and $d x=\lim \Delta x$

$$
\Delta x \rightarrow 0 \quad \Delta x \rightarrow 0
$$

This interpration leads to the result $0 / 0$.
However, using the notion of derivative as a limit, it is possible to define a new quantity 'dy' called the differential of $y$ so that the quotient $d y / d x$ will incieed become equal to the derivative $f^{1}(x)$.

## Meaning of differential :

Consider $y=f(x)$, derivable at $x$.
Then, $f^{1}(x)=d y / d x=\lim _{\Delta x \rightarrow 0} \frac{\Delta y}{\Delta x}$
(1) implies that $\frac{\Delta y}{\Delta x}$ differs from $\frac{d y}{d x}$
(or $f^{1}(x)$ ) by an infinitesimally small quantity $\mathcal{E}$. (Here $\Delta x, \varepsilon$, are examples of infinitesimals).

$$
\begin{equation*}
\therefore \frac{\Delta y}{\Delta x}=f^{1}(x)+\varepsilon \quad \text { or } \tag{1}
\end{equation*}
$$

$\Delta y=f^{f}(x) \cdot \Delta x+\varepsilon \cdot \Delta x$

The term $\mathcal{E}, \Delta x$ in (1) being the product of the infinitesimals, is much smaller when compared with the term $f^{1}(x) \cdot \Delta x$.
For $\Delta x$ sufficiently small, we see that $f^{1}(x) \cdot \Delta x$ is a good approximation of $\Delta y$ if we neglect the term $\mathcal{E}, \Delta x$.

Now let us define the differential dy of $y$ by $d y=f^{1}(x) \cdot \Delta x$
Denoting $d x$, the differential of $x$ as $\Delta x$ itself (why?)
We obtain $d y=f^{\prime}(x)$. $d x$ and $d x=\Delta x$ so ithat,
The derivative $f^{1}(x)=$ the quotient $\frac{d y}{d x}$

$$
f^{1}(x)=\text { the quotient of the differentials } d y \text { and } d x
$$

Illustration: $(1)$ Consider a square of side $x$ units. An error of . 01
has crept into the measurement of its side. Estimate the ermor in
its area.
Let us take $x=12$ units.
Error in the measurement of $x=.01$

$$
\therefore \Delta x=.01
$$

If the function in question is $y=x^{2}$
then, $y=2 x \cdot \Delta x+(\Delta x)^{2}=2 \times 12 \times(.01) \pm(.01)^{2}$
whereas $d y=f^{1}(x) \cdot d x=f^{1}(x) \cdot \Delta x=24 x \cdot 01$
neglecting $(.01)^{2} ; \Delta y \approx d y$.
Error in this estimation is . 0001 .
(2) Io see the advantage gained by approximating $\Delta y$ by $d y$, consider $f(x)=x^{4}$
$\Delta y=4 x^{3} \cdot \Delta x+6 x^{2}(\Delta x)^{2}+4 x \cdot(\Delta x)^{3}+(\Delta x)^{4}$
For small $\Delta x$, the powers of $\Delta x$ get progressively smaller. Replacing $\Delta y$ by $d y$,
$d y=f^{1}(x) \cdot \Delta x=4 x^{3} \cdot \Delta x$ is a good approximation to $\Delta y$.
It is worth noting here, how much simpler it is to compute dy as compared to $\Delta y$.

When the functions under investigation get more complex, the usefulness of approximating $\Delta y$ by dy becomes even more pronounced.

The geometric meaning of diffirential.
Refer to the figure 4.22 given in the text book. A variation of the same figure is supplied here.

Geometrically, the approximation by the differential is the tangent line approximation to the curve $y=f(x)$ at a given point $P(x, y)$. Note that the tangent to a differentiable curve always runs close to the curve near the point of tangency.

From the figure it is clear that $\Delta y$ and $d y$ are not the same. While $\Delta y$ gives the actual change in the function $y=f(x)$ as $x$ changes to $x+\Delta x$, dy gives the increment in the function represented by the tangent line to the curve $y=f(x)$ at $P(x, y)$. In other words, if the function $y=f(x)$ were :ireplaced by its tangent line at $P$, $d y$ would be the increment in the function representing the tangent line corresponding to the increment $d x$ in $x$. The slope of this
tangent line is $f^{1}(x)$ at $p(x, y)$. Ihe difference in $\Delta y$ and dy is the vertical portion of $\Delta y$ between the tangent line and the graph of $f(x)$. The less the graph curves, nearer is it to the tangent line and better, the approximation is dy to $\Delta y$.

## Errors and approximate calculations:

1. Differentials are used to estimate the square roots, cube roots, fourth roots and so on. (Ref. text).
2. Estimation of small errors: Physical measurments using instruments are subject to small errors. Diffementials are used to estimate the accuracy and the error involved in measurements.

For example, when the diameter (d) of a small steel ball is measured by a vernier and if the reading is correct to $\frac{1}{100}$ of an inch. The true measurement differs from the vernier reading by $\frac{1}{100}$ th of an inch.

If $\Delta x$ is the erfor in the measurement of a magnitude $x$, the corresponding error which results in $y=f(x)$ is approximately $\Delta y=f^{1}(x) \cdot \Delta x=d y$. This error is called the absolute error.

The ratio of this error $\Delta y$ to the magnitude $y$ is $\frac{\Delta y}{y}$, and is called relative error.
$100 \cdot \frac{\Delta y}{y}$ is called the percentage error in $y$.
Now, going back to the problem of steel balls, the actual measurement gives the diameter as $d+\Delta x$. The relative error here is $-\frac{\Delta_{x}}{d}$. Now we want to find the corresponding error in the volume of the sphere.

$$
\text { Volume of the sphere }=V(d)=\frac{1}{6} \pi d^{3}
$$

$\Delta V \approx d V=\frac{1}{2} \pi d^{2} \cdot \Delta x$.
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Hence the relative error in the volume is

$$
\frac{\Delta V}{V(d)} \approx \frac{d V}{V(d)}=\frac{\frac{1}{2} \pi d^{2} \cdot \Delta x}{\frac{1}{6} \pi d^{3}}=\frac{3}{d} \Delta x=3 \cdot \frac{\Delta x}{d}
$$

$=3$ times the relative error in the diameter.
Example 1 : If $f(x)=x^{4}-4 x^{2}+7 x-5$
find $f(2.99)$.
Here we take $x=3$, and $\Delta x \quad 01$
$f^{1}(x)=4 x^{3}-8 x+7$
$f^{1}(3)=91, f^{1}(x) \cdot \Delta x=f^{1}(3) \cdot \Delta x=-0 \cdot y 1$
$f(2.99)=f(3)+f^{1}(3) \cdot \Delta x$

$$
=61+(-0.91)=60.09=60.09
$$

Example 2 : Find the linearaproximation to

$$
f(x)=\sqrt{1+2 x} \text { near } x=2
$$

We must evaluate $f(2)+f^{1}(2)(x-2)$
taking $\Delta x=(x-2)$

$$
f^{1}(x)=\frac{1}{2}(1+2 x)^{-y / 2} \cdot 2=\frac{1}{\sqrt{1+2 x}}
$$

Its value at $\mathrm{x}=2$ is

$$
f^{1}(2)=\frac{1}{\sqrt{1+2 \cdot 2}}=\frac{1}{\sqrt{5}}
$$

$$
f(2)=\sqrt{5}
$$

$$
\therefore f(2)+f^{1}(2)(x-2)=5+\frac{1}{\sqrt{5}}(x-2)
$$

We have $f(x) \approx \sqrt{5}+\frac{1}{\sqrt{5}}(x-2)=5+\frac{x}{\sqrt{5}}-\frac{2}{\sqrt{5}}$

$$
=\frac{x}{\sqrt{5}}+\sqrt{5}-\frac{2}{\sqrt{5}}=\frac{x}{\sqrt{5}}+\frac{3}{\sqrt{5}}
$$

Linear approximation of $\sqrt{1+2 x}=f(x)$ near 2 is

$$
f(2)+f^{1}(2)(x-2)=(x / \sqrt{5})+\frac{3}{\sqrt{5}}
$$

If $y=f(x)$ is differentiable at $x_{0}$
then $f(x) \approx f\left(x_{0}\right)+f^{1}\left(x_{0}\right) \quad\left(x-x_{0}\right)$ for $x$ near $x_{0}$
3) How accurately should we measure the edge $x$ of a cube to compute the volume $v=x^{3}$ within $1 \%$ of its true value.

Solution: We want inaccuracy $\Delta x$ in our measurement to be small enough to make corresponding increment $\Delta V$ in volume to satisfy the inequality

$$
|\Delta v| \leqslant \frac{1}{100} \times v=\frac{1}{100} \cdot x^{3}
$$

Using differentials, $d V=3 x^{2} . \quad x$

$$
\begin{aligned}
& v \quad 3 x^{2} \cdot x \\
& \left|3 x^{2} \cdot x\right| \frac{x^{3}}{100} \\
& |x| \frac{x}{3 \cdot 100}=\frac{x}{3} x \cdot 01=\frac{1}{3} \cdot \frac{x}{100}
\end{aligned}
$$

Hence we must measure edge $x$ with an error that is no more than one third of one percent of the true value.
using differentials $d v=3 x^{2} \cdot \Delta x$

$$
\Delta v \approx 3 x^{2} \Delta x
$$

$$
\therefore \quad\left|3 x^{2} \cdot \Delta x\right| \leq \frac{x^{3}}{100} \Rightarrow|\Delta x| \leq \frac{x}{3 \cdot 100}=\frac{1}{3} \cdot \frac{x}{100}
$$

$\therefore$ error in the measurement of $x$ (edge) should not exceed a thirst of the percent of the true value.

## Assignments :

1. Estimate $\sqrt[4]{17}$.
2. Calculate $\operatorname{Sin} 59^{\circ}$ approximately, knowing that $\sin 60^{\circ}=\sqrt{3} / 2$ Remember that in calculus formulae presuppose radian measure for angles.
3. The width of a river is calculated by measuring the angle of elevation from a point on one bank of the top of a tree 50 feet high and directly across on the opposite bank. The angle is $45^{\circ}$ with a possible error of $20^{\prime}$. Find the possible error in the calculated width of the river.
4. A given quantity of metal is to be cast in the form of a solid right circular cylinder of radius 5 " and height $10^{\prime \prime}$. If the radius is made $1 / 20$ th of an inch too large, what is the erior in the height ?
5. The edge of a cube is measured as 10 cm with a possible error of one per cent. The cube's volume is to be calculated from this measurement. about how much error is possible in the volume calculation?
6. About how accurately must the interior diameter of a 10 meter high storage tank of cylindrical shape be measured to calculate the tank's volume to within an error of one percent of its true value.
7. The radius of a circle is increased from 2.00 to 2.02 meters
a) estimate the change in area
b) calculate the error in the estimate in (a) as a percent of the original area.
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8. If $f(x)=x^{4}-2 x+3$ and given $f(8)=4083$ find the value of $f(8.001)$.
9. If $f(x)=x^{3}+x^{2}+x-3$, find $f(1.09)$ approximately.
10. Show that the relative error in the volume of a sphere is three times the relative error in the radius.
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INTEGRATION<br>1. Definite Integral and Properties of Lefinite Integral<br>2. Volumes of Solids by Definite - Integrals

by
DI.V.SHAIJKARAM

DEFINITION OF DEFINITE INTEGRAL

## Introduction :

Historically, the basic problem of integrals is to find the areas and volumes by certain approximation methods. The first abstract proofs of rules for finding some areas and volumes are said to have been developed by Eudoxus between 400 B.C. and 350 B.C. Later his method of approximation was developed and exploited by AIchimedes. This methoc, called method of exhaustion is at the root of all modern developments in the theory of measure and integral. In the $19 t h$ century, this method cuiminated in the theory of Kiemann integration, defined by means of Riemann sums.

In modern times, the method of exhaustion can be stated as follows: Let $S$ be a surface of known area $s$. Also suppose that $S^{\prime}$ is a surface of known area $s^{\prime}$ contained in $s$ and $s^{\prime \prime}$ is a surface of known area $s^{\prime \prime}$ containing $s$. Then $s^{\prime}-s<s^{\prime \prime}$. The approximating surfaces $s^{\prime}$ and $s^{\prime \prime}$ are taken as polygons or sums of slices, mainly trapezoidal or rectangular according to the particular figure s under the method of Eudoxus and Archimedes. In fact, the definition of area as a sum of rectangular areas is in vogue from 16 th century A.D.

Calculus (both differential and integral) was invented by both Newton and Leibnitz - independent of each other. Newton, influenced by his teacher Barron used calculus to solve the problems of dynamics. Thus he conceived all functions as functions of a universal independent variable known as time (t). So he had no concept of functions of several variables and partial derivatives.

For Newton, the primary concept was that of fluxion (derivative) and arose from kinematical consicerations. Newton did not isolate the concept of integral; nor he introduced one symbol for integration. His first basic problem was to finc fluxion (derivatives). Integration was used in a geometric form to find fluents (antiderivatives or indefinite integrals), functions when fluxions (derivatives) are given. Newton based his theery mainly on the fact: The derivative of a variable area $F(x)$ under a curve is the ordinate $f(x)$ of this curve. For Newton, integration was the inverse process of differentiation, as he was mainly interested in the following problem - Given an equality relation containing fluxions, find the relation for fluents, which is the basic problem to solve ordinary differential equations. He solved these by use of series.

On the other hand, Leibnitz thought of the derivative as the slope of a tangent, and the integral as summa omnimum innae. The main purpose of all his work was to devise a universal language, that is, a general formalism for systematisation and organisation of knowledge. To a great extent, he succeeded in creating such a formalism for calculus. In fact, the present formalism in calculus is mainly his including the integral symbol (a stylised form of the letter $S$ standing for summa omnimum). The terms constant, variable, function and integral used in calculus are due to Leibnitz.
G.F.B.Riemann in 1854 (published in 1867) gave necessary and sufficient condition for the existence of integrals called Riemann integral and showed that continuous functions satisfy his condition. The definition of integral as a limit of sum of areas as given in the text books is due to him.

## Resume of the key concepts :

Two important ideas underlie the treatment of definite integrals in the text: 1. Definite integral $\int f(x)$. dx as a limit of the sum of areas and 2. Fundamental Theoremof Integral Calculus.

Here, we give an alternative treatment of Fundamental Theorem of Integral Calculus.

Statement Fundamental Theorem of Integral Calculus
If $f(x)$ is integrable in $(a, b), a<b$, and if there exists a function $F(x)$, such that $F^{\prime}(x)=f(x)$ in $(a, b)$, then

$$
\int f(x) \cdot d x=F(b)-F(a)
$$

Proof : Let $a=x_{0}<x_{1}<x_{2}<\cdots<x_{n}=b$
Then, by the Mean Value Theorem of Differential Calculus,
$F\left(x_{r}\right)-F\left(x_{r-1}\right)=\left(x_{r}-x_{I-1}\right) F\left(\xi_{r}\right), x_{r-1}<\xi_{r}<x_{r}$
Taking the sum of the respective sides of the above equations, we have

$$
\sum_{r=0}^{n} F^{\prime}\left(\xi_{1}\right) i_{r}=\sum_{r=0}^{n}\left[F\left({ }^{r}-x_{r-1}\right)\right]
$$

$$
\begin{align*}
{\left[\text { where } \delta_{T}\right.} & \left.=x_{I}-x_{I-1}\right] \\
& =F(b)-F(a) \tag{1}
\end{align*}
$$

Suppose that is the length of the largest of the subintervals $\left(x_{I-1}, x_{I}\right)$. Then as $\delta \rightarrow 0$, all the $\xi_{r}^{\prime}$ 's will also tend to 0 . So we have

$$
{\underset{\varepsilon}{\operatorname{Lt}}} \sum F^{\prime}\left(\xi_{r}\right) S_{i}=F(b)-F(a)
$$

Now $f(x)$ and so $F^{\prime}(x)$ is integrable in $(a, b)$.
Hence

$$
\begin{equation*}
\operatorname{Lt}_{\varepsilon \rightarrow} \sum F^{\prime}(\xi) \xi_{,}=\int_{i}^{i} F^{\prime}(x) \cdot d x=\int_{i}^{d} f(x) \cdot d x \tag{2}
\end{equation*}
$$

From (1) and (2) we have

$$
f(x) d x=F(b)-F(a)
$$

The following points are to be noted regarding the above theorem.

1. This theorem is very useful and important as it gives us an easy method of evaluating the definite integral without calculating the limit of the sum by establishing a connection between the integration as a limit of a sum and the integration as inverse operation of differentiation.
2. $\int_{c_{-}}^{\ell} f(x) d x$ is a function of lower limit a and upper limit $b$, and not a function of the variable $x$.
3. In $\int_{r}^{x} f(x) \cdot d x$ the upper limit is the variable $x$. So $\int_{i=}^{x} f(x) \cdot d x$ is not a definite integral, but another form of the indefinite integral. For example,

$$
\begin{aligned}
& \int f(x) \cdot d x=F(x) \cdot \text { Then } \\
& \int_{a}^{x} f(x) \cdot d x=F(x)-F(a)=F(x)+a \text { constant }=f(x) \cdot d x .
\end{aligned}
$$

Extended Uefinition of $\int^{b} f(x) \cdot d x$
The following definition of $\int_{i}^{l} f(x) \cdot d x$ is an extension of the definition given in the text.

Let $f(x)$ be a bounded function defined in the interval ( $a, b$ ); and let the interval $(a, b)$ be divided in any manner into $n$ subintervals
$\left(a, x_{1}\right),\left(x_{1}, x_{2}\right), \ldots,\left(x_{r-1}, x_{r}\right), \ldots,\left(x_{n-1}, b\right)$ of lengths $\varepsilon_{1}, \dot{c}_{n}$ respectively where a $x_{1}<x_{2}<\cdots<x_{r-1}$ $<x_{r}<\cdots<x_{n-1}<b$. In each of these sub-intervals select an arbitrary point and let these points be such that

$$
\xi_{1} \in\left(a, x_{1}\right), \quad \zeta_{-} \in\left(x_{1}, x_{2}\right), \ldots, \zeta_{r} \in\left(x_{I-1}, x_{r}\right),
$$

$\cdots, \delta_{n} \in \quad\left(x_{n-1}, b\right)$
Now let $S_{n}=\sum_{r=1}^{n} \varepsilon_{1} \cdot f\left(\zeta_{\cdot}\right)$.

Now let $n$ increase indefinitely so that the longest of the lengths ", "... tends to 0 . In such a case clearly each of $\delta_{1}, \varepsilon_{2}, \ldots, \delta_{n}$ tends to 0 . Now, if in such a situation (i.e. $\max .\left(\varepsilon_{1}, \ldots() \rightarrow 0\right), S_{n}$ tends to a finite limit which does not depend on the manner in which (a,b) is divided into sub-intervals and the points $?_{1}, \zeta_{2}, \ldots \zeta_{n}$ are selected; then this limit (if it exists) is defined as the definite integral of $f(x)$ from a to $b$ and symbolically denoted by $\int_{i}^{i} f(x) \cdot d x$.

In the textbook, for the sake of simplicity, the sub-intervals are supposed to be equal and the points 5, 5, ... S are taken to be the end-points of the sub-intervals.

## Areas of difficulty :

Here are solved some problems the types of which are not discussed in the text.
Problem 1. Evaluate $\int_{i}^{i} x^{m} . d x$ where $m$ is any real number $\neq 1$ and $0<a<b$.

Solution: Consider the sub-intervals
(a, ar), (ar, $\left.a r^{2}\right),\left(a r^{2}, a r^{3}\right), \ldots,\left(a r^{n-1}, a r^{n}\right)$ of $(a, b)$ where
$a r^{n}=b$ ie. $I=(b / a)^{\gamma / n}$.
Clearly as $n \rightarrow \infty, I=\left(\frac{b}{\alpha}\right)^{\gamma n} \rightarrow 1$ so that each of the length
of the sub-intervals
$a r-a, a r^{2}-a r, \ldots .,\left(a r^{n}-a r^{n-1}\right)$
i.e. $a(I-1), \operatorname{ar}(I-1), \ldots, a^{n-1}(I-1)$ tends to 0 .

Now by the extended definition of $\int_{i}^{i} f(x) \cdot d x$,

$$
\begin{aligned}
& \int_{i=1}^{i} x^{m} \cdot d x=\operatorname{lt}_{n \rightarrow \infty}^{m}\left[x^{m} \cdot a(r-1)+r^{m} \ldots(r-1)\right.
\end{aligned}
$$

$$
\begin{aligned}
& =\operatorname{lt}_{r \rightarrow i} a^{m+1}(y-1)\left\{1+i^{m+1}+1^{\therefore(m+1)}+\ldots t+\ldots+\ldots\right) \\
& =\operatorname{Lt}_{1 \rightarrow 1}^{i^{n+1}\left(i^{n+1}-1\right.} \frac{{ }^{n}-1}{{ }^{n+1}-1}
\end{aligned}
$$

(2) the semen in th, flaroic burakrt in a cir
with cons on -arctic $\gamma^{m+1}$ int $m^{2}+1 \neq c$

$$
\begin{aligned}
& \text { Jimaphtying the i.2. texprews.n ne h.rie } \\
& \int_{a}^{-b} x^{m} \cdot d x \\
& =\operatorname{Lt}_{T \rightarrow 1} a^{m+1}\left(\frac{x-1}{y^{m+1}-1}\right)\left\{\left(y^{n}\right)^{m+1}-1\right\} \\
& =L_{\gamma \rightarrow 1} a^{m+1} \cdot \frac{1}{n-1}\left\{\left(\frac{\square}{a}\right)^{n+1}-1\right\}, a_{r} \operatorname{Li}_{\gamma \rightarrow 1}^{\gamma^{n+1}-1}=\frac{1}{n+1} \\
& \text { win } m+1=0 \\
& =\operatorname{Lt}_{r \rightarrow 1}^{\operatorname{li}^{m+1}-c^{m+i}} \\
& =\frac{l^{m+1}-c_{2}^{m+1}}{m+1} \text {, the en+esescin under the pionit i-emery indepindout }
\end{aligned}
$$

## Series represented by Definite Integrals

The definition of the definite integral can be used with profit to evaluate easily the limits of the sums of certain series, when the number of terms in the series tends to infinity. The method lies in identifying a definite integral equal to series. In fact,

$$
\begin{aligned}
& \qquad \int_{a}^{b} f(x) \cdot d x=\underset{h \rightarrow 0}{\operatorname{Lim}} h \sum_{n \rightarrow \infty} f(a+\text { rh) where } n h=b-a \\
& \text { or lt } \frac{b-a}{n} \sum\left(f(a)+r \frac{(b-a)}{n}\right)=\int_{\sim}^{i} f(x) \cdot d x \\
& \text { If } a=0, b=1 \text {, we have } \\
& \quad \operatorname{lt}_{n \rightarrow-} y_{n} \sum f(r / n)=\int_{0}^{l} f(x) \cdot d x
\end{aligned}
$$

In the above discussion, I takes the values either $0,1,2, \ldots n-1$ or $1,2,3, \ldots, n$. These two sets of numbers represent the left and right extremities of the elementary vertical rectangles (columns) in the calculation of area represented by $\int_{a}^{t} \pm(x) \cdot d x$. (Refer to the definition of $\int_{c}^{b} f(x) \cdot d x$ in the text).

The following are illustrative examples.

Problem 2. Evaluate

$$
\operatorname{lt}_{n \rightarrow \infty}\left[\frac{1}{n+m}+\frac{1}{n+2 m}+\cdots \cdots+\frac{1}{n+n m}\right]
$$

Solution: The given expression

$$
\begin{aligned}
& =\ell_{n \rightarrow \infty}\left[\frac{1}{n}\left(\frac{1}{1+\frac{n}{n}}+\frac{1}{1+\frac{2 m}{n}}+\cdots+\frac{1}{1+\frac{(n-1) m}{n}}+\frac{1}{1+\frac{n n}{n}}\right)\right] \\
& =\int_{0}^{1} \frac{d x}{1+m x} \text { by definition of the definite integral } \\
& =y_{m} f(x) \cdot d x \\
& =y_{m} \log (1+m x) \\
& 1 y_{m} \log (1+m)-\log (1+m)
\end{aligned}
$$

Problem 3. Evaluate

$$
\operatorname{lt}_{n \rightarrow \infty}\left\{\left(1+\frac{1}{n}\right)\left(1+\frac{2}{n}\right) \cdots\left(1+\frac{n}{n}\right)\right\}^{\frac{1}{n}}
$$

Solution:
Let $n=\left\{\left(1+\frac{1}{n}\right)\left(1+\frac{2}{n}\right) \cdots\left(1+\frac{n}{n}\right)\right\}^{\frac{1}{n}}$
Then $\underset{n \rightarrow \infty}{ } \log A$
$=1 t 1 / n \sum \log \left(1+\frac{r}{n}\right)$
$=\int_{0}^{1} \log (1+x)$

Now put $z=1+x$
Ther $x=0$ implies $z=1$ and $x=1$ implies $z=2$.
So $\underset{n \rightarrow \infty}{ } \operatorname{lt} \log A$
$=\quad-\quad \log z \cdot d z$
$=[z \log z-z]_{1}^{2}$
$=2 \log 2-2-1 \log 1+1$
$=2 \log 2-1=2 \log 2-\log e$
$=\log 4 / \mathrm{e}$
So $1=\quad A=\frac{4}{e}$

Assignments:
U'sing the definition of $\int_{c}^{i} f(x) \cdot d x$ as a limit of a sum,
evaluate the following definite integrals (1 to 10):

1. $e^{-x} \cdot d x$
2. $\int_{3}^{1} x^{2} \cdot d x$
3. $(a x+b) d x$
4. $\int_{0}^{\pi!2} \sin x \cdot d x$
5. $\int_{a}^{i} \cos \theta \cdot d \theta$
6. $\int_{0}^{1} \sqrt{x} \cdot d x$
7. $\int^{1} \frac{1}{\sqrt{x}} \cdot d x$
8. $\int_{=}^{4} \frac{1}{x^{2}} d x$
9. $\int_{1}^{-j} e^{x} \cdot d x$
10. $\int_{i}^{\pi / 4} \sec ^{2} x \cdot d x$

Evaluate the following limits using definite integrals.
11. $\operatorname{lt}_{n \rightarrow \infty}\left\{\frac{1}{n+1}+\frac{1}{n+2}+\cdots \cdots+\frac{1}{n+n}\right\}$
12. $\operatorname{lt}_{\mathrm{n} \rightarrow \infty}\left[\frac{n}{n^{2}+1^{2}}+\frac{n}{n^{2}+2^{2}}+\ldots+\frac{n}{n^{2}+n^{2}}\right]$
13. $\operatorname{lt}_{n \rightarrow \infty}\left[\frac{1^{2}}{n^{3}+1^{3}}+\frac{2^{2}}{n^{3}+2^{3}}+\cdots+\frac{n^{2}}{2 n^{3}}\right]$
14. $\operatorname{lt}_{n \rightarrow \infty} \sum_{i=1}^{\infty} \frac{n+r}{n^{2}+r^{2}}$
15. $\operatorname{lt}_{n \rightarrow \infty}\left[\frac{\sqrt{(n+1)+!(n+2)}+\ldots+!(2 n)}{n \sqrt{n}}\right]$
16. $\operatorname{lt} \sum_{n \rightarrow \infty}^{n} \frac{n}{(n+I)} \frac{n}{\sqrt{n}(2 n+I)\}}$
17. $\operatorname{lt}_{n \rightarrow \cdots}\left\{\left(1+\frac{1^{2}}{n^{2}}\right)\left(1+\frac{2^{2}}{n^{2}}\right) \cdots\left(1+\frac{n^{2}}{2 n^{2}}\right)\right\}^{1 n}$
18. $\operatorname{Lt}_{n \rightarrow \infty}\left\{\left(1+\frac{1}{n^{2}}\right)^{-4 / n^{2}}\left(1+\frac{2^{2}}{n^{2}}\right)^{4 / n^{2}}\left(1+\frac{3^{2}}{n^{2}}\right)^{6 / n^{2}} \cdots\left(1+\frac{n^{2}}{n^{2}}\right)^{\frac{-n n}{n^{2}}}\right\}$

Answers :

1. $e^{-b}-e^{-a}$
2. 13
3. $a / 2+b$
4. 1
5. Sinb - $\sin a$
6. $2 / 3$
7. 2
8. $y_{4}$
9. $e^{3}-e$
10. 1
11. $\log 2$
12. $\pi / 4$
13. $(1 / 3) \log 2$
14. $\frac{\pi}{4}+(y 2) \log 2$
15. $(4 / 3) \sqrt{2}-2 / 3$
16. /3
17. $2 e^{(y 2)}(\pi-4)$
18. $4 / e$

## PROPERTIES OF DEFINITE INIEGRALS

Here we will discuss and clarify certain important properties of definite integrals wich have not been discussed in the text.

1. $\int_{a}^{b} f(x) \cdot d x=\int_{a}^{i} f(z) \cdot d z$

Suppose that $\int f(x) \cdot d x=\varnothing(x)$
Then, we have by Fundamental Theorem of Integral Calculus

$$
\begin{equation*}
\int_{i}^{t} f(x) \cdot d x=\phi(b)-\phi(a) \tag{1}
\end{equation*}
$$

Also, $\int_{\sim} f(z) \cdot d z=\phi(z)$ and by the Fundamental Theorem of Integral Calculus,

$$
\begin{equation*}
f(z) \cdot d z=\varnothing(b)-\phi(a) \tag{2}
\end{equation*}
$$

From (1) and (2), we have the result.

This property states that a definite integral is incependent of the variables with respect to which the integration is performed.
2. $\int_{a}^{n} f(x) \cdot d x=n \int_{0}^{\pi} f(x) \cdot d x$ if $f(x)=f(a+j d$ Proof :

$$
\int_{c}^{\text {In }} f(x) \cdot d x=\int_{a}^{a} f(x) \cdot d x+\int_{a}^{2 / i} f(x) \cdot d x+\ldots+\int_{(n-1) a}^{n} f(x) \cdot d x
$$

Set $z+a=x$. Ihen $d x=d z$

Also, $x=a$ implies $z=0$ and $x=2 a$ implies $z=a$
So, $\int_{a}^{2 a} f(x) \cdot d x=\int_{0}^{a} f(z+a) \cdot d z=\int_{0}^{a} f(a+x) d x$
$=\int_{c}^{c} f(x) \cdot d x$

Again with the same substitution, $z+a=x$, we wan see that $\int_{2}^{3} f(x) \cdot d x=\int_{2}^{2 n} f(z+a) \cdot d z=\int_{n}^{2 n} f(x) \cdot d x=\int_{n}^{2} f(x) \cdot d x$ Similarly, we can show that

$$
\int_{(n-n) a}^{n i=} f(x) \cdot d x=\int_{(n-2)}^{(n-n) a} f(x) \cdot d x=\ldots=\int_{a}^{2 u} f(x) \cdot d x=\int_{n}^{a} f(x \Psi d x
$$

Hence re get the result.

Illustration: Since $\cos x=\cos (x+\pi)$
we have

$$
\int_{0}^{6 \pi} \cos x \cdot d x=6 \int_{0}^{\pi} \cos x \cdot d x
$$

3. $\int f(x) \cdot d x=\int_{0}^{2} f(x) \cdot d x+\int_{0}^{d} f(2 a-x) \cdot d x$

Proof :
By formula 7.2 of the textbook

$$
\int_{i=}^{2 e n} f(x) \cdot d x=\int_{0}^{\infty} f(x) \cdot d x+\int_{i}^{2} f(x) \cdot d x
$$

Substitute $2 a-z$ for $x$. Then $d x=-d z$.
Moreover, when $x=a, z=a$, and when $x=2 a, z=0$; so

$$
\int_{0}^{2 d} f(x) \cdot d x=-\int_{0}^{0} f(2 a-z)=\int_{0}^{2} f(2 a-z) \text { by formula } 7.1 \text { of the }
$$

$$
\text { textbook }=\int_{n} f(2 a-x)
$$

Hence, $\int_{0}^{2} f(x) \cdot d x=\int_{d} f(x) \cdot d x+\int_{i}^{1} f(2 a-x)$
4. 1) $\int_{c}^{d e} f(x) \cdot d x=2 \int_{c}^{c} f(x) \cdot d x$ if $f(2 a-x)=f(x)$ and
ii) $\int_{0}^{2 i} f(x)=0$, if $f(2 a-x)=-f(x)$

Proof:
i) $\int_{c}^{i 2} f(x) \cdot d x=\int_{c}^{a} f(x) \cdot d x+\int_{c}^{c} f(2 a-x) \cdot d x$ by the previous result.
$=\int_{0}^{2} f(x) \cdot d x+\int_{0}^{2} f(x) \cdot d x$
$=2 \int_{D}^{2} f(x) \cdot d x$
ii) The proof can be written as in 4(i).
5. If $f(x)$ is integrable in the closed interval $a, b$ and if
$f(x) \quad 0$ for $a 11 x$ in $[a, b]$, then $\int_{\sim} f(x) \cdot d x \geqslant 0 \quad(b>a)$.
Proof:
Since $f(x)$ is integrable in $[a, b], f(x)$.dx exists. Since
$f(x) 3,0$ in $[a, b]$ in the sub-interval $\left(x_{I-1}, x_{I}\right)$ of $[a, b]$
the lower bound $m_{r} \geqslant 0$, and so the lower sum $s$ for the partition
of $[a, b]=\sum m_{工} \delta_{r} \geqslant 0$.

So 1 , which is the exact upper bound of the set of numbers $s$,
is $\geqslant 0$ 。
Now, since $\int_{i}^{l} f(x) \cdot d x$ exists, $\quad l=\int^{l} f(x) \cdot d x$
Hence, $\int_{i}^{l} f(x) . d x$ exists.
6. If $f(x)$ and $g(x)$ are integrable in $a, b)$ and $f(x) \geqslant g(x)$ for $a 11 x$ in $[a, b]$ then $\int_{a}^{i} f(x) \cdot d x \geqslant \int_{a}^{b} g(x) \cdot d x$

## Proof:

Let $h(x)=f(x)-g(x)$
Then as $f(x)$ and $g(x)$ are integrable in $[0,1], h(x)$ is so. Also, as $f(x) \geqslant g(x)$ in $[a, b], h(x) \geqslant 0$ in $[a, b]$.
: 172 :

Applying the previous result, we find that

$$
\begin{aligned}
& \int_{a}^{l} h(x) \cdot d x \geqslant 0 \\
& \text { i.e. } \int_{i}^{b}(I(x)-g(x)) d x \geqslant 0 \\
& \text { i.e. } \quad \int_{i}^{i} f(x) \cdot d x-\int_{a}^{l} g(x) \cdot d x \quad 0 \\
& \text { i.e. } \quad \int_{i}^{i} f(x) \cdot d x \geqslant \int_{n}^{l} g(x) \cdot d x
\end{aligned}
$$

7. If $f(x)$ is integrable in $(a, b)$, then

$$
\int_{a}^{b}|f(x)| \cdot d x \geqslant\left|\int_{a}^{b} f(x) \cdot d x\right|
$$

Proof:
Let $\left\{a=x_{0}, x_{1}, x_{2}, \ldots, x_{n-1}, x_{n}=b\right\}$ be a partition of $[a, b]$ and let $\delta_{r}=x_{r}-x_{I-1}$.

Then we have

$$
\begin{aligned}
& \left|f\left(\zeta_{1}\right) \delta_{1}+f\left(\xi_{2}\right) \cdot \delta_{2}+\cdots+f\left(f_{n}\right) \cdot \delta_{n}\right| \\
\leqslant & \left|f\left(\rho_{1}\right) \cdot \delta_{1}\right|+\left|f\left(\rho_{2}\right) \cdot \delta_{2}\right|+\ldots+\left|f\left(\zeta_{n}\right) \cdot \delta_{n}\right| \\
= & \left|f\left(\zeta_{1}\right)\right|\left|\delta_{1}\right|+\left|f\left(\rho_{2}\right)\right|\left|\delta_{2}\right|+\cdots+\left|f\left(\rho_{n}\right)\right|\left|\delta_{n}\right| \\
= & \left|f\left(\rho_{1}\right)\right| \cdot \delta_{1}+\left|f\left(\rho_{2}\right)\right| \cdot \delta_{2}+\cdots+\left|f\left(-\xi_{n}\right)\right| \cdot \delta_{n}
\end{aligned}
$$

where $\zeta_{r}\left[X_{I-1}, x_{I}\right]$ and each $\delta_{r}$ is clearly positive. Now, let $n \rightarrow \infty$ so that max. $\left(\delta_{1}, \varepsilon_{2}, \ldots, \delta_{n}\right)$
$\longrightarrow 0$ i.e. each $\delta_{r} \rightarrow 0$
Then clearly


## Solved Examples :

The following examples will illustrate the use of the properties of the definite integrals in solving problems.

Example 1 :
Show that

```
                            \(\int_{0}^{\pi / 2} \pi / 2\)
        \(\int_{0}^{\pi} \log \sin x \cdot d x=\int_{c} \log \cos \cdot d x=(\pi / 2) \log y_{2}\)
        \(\int \log \sin x \cdot d x\)
\(=\int_{0}^{\pi / 2} \log \sin (\pi / 2-x) \cdot d x\)
\(=\int_{0}^{\pi / 2} \log \cos x . d x\) by Formula 7.4 of textbook
        Now if each of the definite integrals \(\int_{c}^{\pi-2} \log \sin x . d x\) and
    \(\int_{0}^{\pi / 2} \log \cos x . d x\) is taken \(\frac{t o}{\pi / 2}\) be \(I\), then
\(2 I=\int_{r}^{\pi} \log \sin x \cdot d x+\int_{0} \log \cos x \cdot d x\)
\(=\int_{0}^{\pi / 2}(\log \sin x+\log \cos x) d x=\int_{0}^{\pi / 2} \log (\sin x \cdot \cos x) d x\)
\(=\int_{0 / 2}^{0 / 2} \log \frac{\sin 2 x}{2} \cdot d x=\int_{0}^{\pi / 2}(\log \sin 2 x-\log 2) \cdot d x\)
\(=\int_{\mathrm{c}}^{\pi / 2} \log \sin 2 x \cdot d x-(\pi / 2) \log 2\)
Set \(2 x=u\). Then \(d x=d u / 2\).
```

We have

$$
\begin{aligned}
& \int_{0}^{\pi / 2} \log \sin 2 x \cdot d x=y 2 \int_{0}^{\pi} \log \sin u \cdot d u \\
= & y 2 \int_{0}^{\pi} \log \sin x \cdot d x=\int_{0}^{\pi / 2} \log \sin x \cdot d x \text { by result } 4(i) \\
= & I
\end{aligned}
$$

So, $2 I=I-\pi / 2 \log 2$
i.e., $I=-(\pi / 2) \log 2=(T / 2) \log (y 2)$

Example 2 :
Show that $\int_{0}^{1} \frac{\log (1+x)}{1+x^{2}} d x=(\pi / 8) \log 2$
Set $x=\tan u$
Then $d x=\sec ^{2} u d u$
Moreover, $x=0 \Rightarrow u=0$ and $x=1 \Rightarrow u=\pi / 4$
So $I=\int_{0}^{\pi / u} \log (1+\tan u) d u$
$=\int_{0}^{\pi / 4} \log (1+\tan (\pi / 4-u)) d u=\int_{0}^{\pi / 4} \log \left(1+\frac{1-\tan u}{1+\tan u}\right) d u$
$=\int_{0}^{\pi / 4} \log \frac{2}{1+\tan u} \cdot d u$
$=\int_{1}^{\pi / k_{1}}(\log 2-\log (1+\tan u)) d u$
$=\int_{0}^{\pi / 4} \log 2 \cdot d u-\int_{c}^{\pi / 4} \log (1+\tan u) d u$
$=(\pi / 4) \log 2-I$
So, $2 I=(\pi / 4) \log 2$
i.e. $I=(\pi / 8) \log 2$

## Example 3 :

Show that $\int_{0}^{\pi} \frac{x \sin x}{1+\cos ^{2} x} d x=\frac{\pi^{2}}{4}$
put $I=\int_{0}^{\pi} \frac{x \sin x}{1+\cos ^{2} x} d x$
Substituting $\pi-x$ for $x$
$I=\int_{0}^{\pi} \frac{(\pi-x) \sin (\pi-x)}{1+\cos ^{2}(\pi-x)} d x$
i.e. $I=\int_{0}^{\pi} \frac{(\pi-x) \sin x}{1+\cos ^{2} x} d x$
"dding (1) and (2) we get
$I+I=\int_{0}^{\pi} \frac{\pi \sin x}{1+\cos ^{2} x} d x$ i.e., $2 I=\pi \int_{0}^{\pi} \frac{\sin x}{1+\cos ^{2} x} d x$
i.e. $I=\frac{\pi}{2} \int_{r}^{\pi} \frac{\sin x}{1+\cos ^{2} x} d x$

Set $\cos x=z$. Then $d x=\frac{d z}{-\sin x}$
Also $x=0 \Rightarrow z=1$ and $x=\pi \Rightarrow z=-1$

$$
\text { So, } \begin{aligned}
I & =\frac{\pi}{2} \int_{1}^{-1} \frac{\sin x}{1+z^{2}} \cdot \frac{d z}{-\sin ^{x}}=-\frac{\pi}{2} \int_{1}^{-1} \frac{d z}{1+z^{2}} \\
& =\frac{\pi}{2} \int_{-1}^{1} \frac{d z}{1+z^{2}} \text { by property (1) of the textbook } \\
& =\frac{\pi}{2}\left[\tan ^{-1} z\right]_{-1}^{1} \\
& =\frac{\pi}{2}\left(\tan ^{-1} 1-\tan ^{-1}(-1)\right) \\
& =\frac{\pi}{2}\left(\frac{\pi}{L_{1}}-\left(-\frac{\pi}{4}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\pi}{2}\left(\frac{\pi}{4}+\frac{\pi}{4}\right)=\frac{\pi}{2}\left(\frac{\pi}{2}\right) \\
& =\frac{\pi}{4}
\end{aligned}
$$

Example 4 :
Show that $\int_{0}^{\pi} x \sin x d x=\pi \int_{0}^{\pi / 2} \cos x \cdot d x$
Solution:

$$
\begin{aligned}
& I=\int_{0}^{\pi} x \sin x \cdot d x=\int_{0}^{\pi}(\pi-x) \sin (\pi-x) \cdot d x \text { by result No. } 4 \\
& =\int_{0}^{\pi}(\pi-x) \sin x \cdot d x \\
& =\pi \int_{0}^{\pi} \sin x \cdot d x-\int_{0}^{\pi} \text { in the text. } x \cdot d x \\
& =\pi \int_{0}^{\pi} \sin x \cdot d x-I \\
& =2 \pi \int_{0}^{\pi / 2} \sin x \cdot d x-I \text { by result No.4(i) of this booklet. } \\
& =2 \pi \int_{0}^{\pi / 2} \sin \left(\frac{\pi}{2}-x\right) d x-I \\
& =2 \pi \\
& \text { i.e. } 2 I=2 \pi \int_{0}^{\pi / 2} \cos x \cdot d x-I \\
& \text { i.e. } I=\pi \int_{0}^{\pi / 2} \cos x \cdot d x
\end{aligned}
$$



Solution :
$I=\int_{0}^{\pi / 2} \frac{x \cdot \sin x \cdot \cos x}{\cos ^{4} x+\sin ^{4} x} d x$
$=\int_{0}^{\pi / 2} \frac{(\pi / 2-x) \cos x \cdot \sin x}{\sin ^{4} x+\cos ^{4} x}$ by result No. 4 of the text
$=\frac{\pi}{2} \int_{0}^{\pi / 2} \frac{\cos ^{4} x \cdot \sin x}{\sin ^{4} x+\cos ^{4} x} d x-I$
$\pi / 2$
i.e. $2 I=\frac{\pi}{2} \int_{0} \frac{\cos x-\sin x}{\sin ^{4} x+\cos ^{4} x} d x$

Now, $\sin ^{4} x+\cos ^{4} x=\left(\sin ^{2} x+\cos ^{2} x\right)^{2}-2 \sin ^{2} x \cdot \cos ^{2} x$
$=1-\frac{\sin ^{2} 2 x}{2}=+1-\frac{\left(1-\cos ^{2} 2 x\right)}{2}$
So, $2 I=\frac{\pi i}{4} \int_{0}^{\pi / 2} \frac{\sin 2 x}{1-\left(\frac{1-\cos ^{2} 2 x}{2}\right)} \cdot d x$
$\operatorname{set} \cos 2 x=z$. Then $-2 \sin 2 x \cdot d x=d z$,
$x=0 \Longrightarrow z=1$ and $x=\pi / 2 \Rightarrow z=-1$
So, $2 I=\frac{\pi}{4} \int_{+1}^{-1} \frac{-d z}{1-\left(\frac{1-z^{2}}{2}\right)}=\frac{\pi}{4} \int_{+1}^{-1} \frac{-d z}{1+z^{2}}$
$=\frac{\pi}{4} \int_{-1}^{+1} \frac{d z}{1 \div z^{2}}$
by result No. 1 of the text.
: 178,:

$$
\begin{aligned}
& =\frac{\pi}{4}\left[\tan ^{-1} z\right]_{-1}^{r-1}=\frac{\pi}{4}\left[\tan ^{-1} 1-\tan ^{-1}(-1)\right] \\
& =\frac{\pi}{4}\left[\frac{\pi}{4}-\left(-\frac{\pi}{4}\right)\right] \\
& =\frac{\pi}{4}\left[\frac{\pi}{4}+\frac{\pi}{4}\right] \\
& =\frac{\pi}{4} \times \frac{\pi}{2}=\frac{\pi}{2} / 8 \\
& \text { 1.e. } I=\frac{\pi^{2}}{16}
\end{aligned}
$$

Example 6 :
Show that $\int_{-a}^{+a} \frac{t \cdot e^{t^{2}}}{1+t^{2}} \cdot d t=0$
The given integral
$I=I_{1}+I_{2}$, where $I_{1}=\int_{-a}^{0} \frac{t \cdot e^{i^{2}}}{1+t^{2}} \cdot$ et and $I_{2}=\int_{0}^{\pi} \frac{t \cdot e^{t^{2}}}{1+t^{2}} d t$
Now $I_{1}=\int_{-a}^{0} \frac{t \cdot e^{t^{2}}}{1+t^{2}} \cdot d t$
$=-\int_{c}^{a} \frac{z \cdot e^{z^{2}} \frac{d z}{1+z^{2}}}{}$ where $z=-t(\quad t=-a \Rightarrow z=a)$
$=-\int_{0}^{2} \frac{z \cdot e^{z^{2}} d z}{1+z^{2}}$ by result No. 1 of the text
$=-\quad \int_{0}^{\pi} \frac{t_{0} e^{t^{2}} \cdot d t}{1+t^{2}}$ by result No. 1 of the booklet
$=-I_{2} \quad$ i.e. $I_{1}+I_{2}=0$ i.e.) $I=0$.

## Assignments :

1. Show that $\int_{-}^{l} f(a+b-x)=\int_{a}^{\ell} f(x) \cdot d x$
2. Show that $\int_{a-c}^{c-c} f(x+c)=\int_{c}^{b} f(x)$
3. Show that $\int_{n}^{1} f(n x) d x=y_{n} \int_{n=}^{n i} f(x) \cdot d x$
4. Show that $\pi / 2$

$$
\int_{0}^{\pi / 2}\left(a \cos ^{2} x+b \sin ^{2} x\right) d x=\frac{\pi}{4}(a+b)
$$

5. Show that $\int_{0}^{\pi} x f(\sin x) d x=\frac{\pi}{2} \int_{0}^{\pi} f(\sin x) d x$
6. $\int_{0}^{\pi} t \cdot \sin ^{2} t d t=\frac{\pi^{2}}{4}$
7. Show that

$$
\int_{0}^{\pi} \frac{\sin 4 \theta}{\sin \theta} \cdot d \theta=0
$$

8. Show that $\int_{c}^{1} \log \sin \left(\frac{\pi \theta}{2}\right) \cdot d \theta=-\log 2$
9. Show that $\int_{-c}^{a} t \sqrt{a^{2}-t^{2}} \cdot d t=0$
10. Show that $\pi / 2$

$$
\int_{0}^{\pi / 2} \frac{\sin ^{3 / 2} e}{\sin ^{3 / 2} e+\cos ^{3 / 2} \theta} d \theta=\frac{\pi}{4}
$$

11. Show that

$$
\int_{0}^{\pi / 2} f(\sin x) \cdot d x=\int_{0}^{\pi / 2} f(\cos x) d x
$$

12. Show that $\int_{0}^{n} f\left(x^{2}\right) d x=y 2 \int_{-\infty}^{a} f\left(x^{2}\right) \cdot d x$

$$
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12. Show that $\int_{0}^{1} x^{m}(1-x)^{n} d x=\int_{0}^{n} x^{n}(1-x)^{m} d x, m>0, n>0$
13. Show that $\int_{-\frac{\pi}{2}}^{\pi / 2} x^{3} \cdot \sin ^{-2} x \cdot d x=0$
14. Show that $\int_{0}^{\pi} \frac{x}{a^{2} \cos ^{2} x+b^{2} \sin ^{2} x} d x=\frac{\pi^{2}}{2 a b}$

## EVALUATION OF VOLUMES OF SOLIDS CF REVOLUTION BY

 DEFINITE INTEGRALS
## Key Concepts

## 1. Volume of a solid by revolution

Let an area bound by the continuous curve $y=f(x), x$-axis, the lines $x=a$ and $x=b$. Suppose that this area is revolved about the x-axis. Then a solid of revolution is generated. Here we are to find an expression for the volume of this solid of revolution.


Let $\left\{a=x_{1}, x_{1}, x_{2}, \ldots x_{n-1}, x_{n-1}, x_{n}=b\right\}$ be a partition of the intervals $[a, b]$ into $n$ sub-intervals. Let $\delta x_{r}=x_{r}-x_{r-1}$. Let $P_{I}, P_{I}$ be the points on the curve $y=f(x)$ corresponding to the points $x_{r-1}, x_{r}$ respectively on the $x$-axis. Thus the area under the curve $y=f(x)$ between the points $x_{r-1}$ and $x_{I}$ generates a disc of thickness $\delta x_{I}$. Clearly, the volume of this disc can be taken as $\pi\left[f\left(x_{I-1}\right)\right]^{2} \delta x_{r}$ or $\pi\left[f\left(x_{I}\right)\right]^{2} \delta x_{r}$

Since $\delta x_{r}$ is very small, and $f(x)$ is continuous, the volume of this disc of infinitesimal thickness is given by

$$
\varepsilon V=\pi\left[f\left(\varepsilon_{r}\right)\right]^{2} \delta x_{r} \text {, when } x_{r-1} \leq t_{r} \leq x_{r} \text {. }
$$

Taking the sum of volumes of all such discs, we have

$$
V=\sum_{1}^{n} \pi\left[f\left(t_{1}\right)\right]^{2} \delta x_{s} \text {, where } x_{r-1} \leqslant t_{s} \leqslant x_{r}
$$

Let $n \longrightarrow \infty$ so that max. $\delta x_{r} \longrightarrow 0$. Then we have

$$
\begin{aligned}
V & =\operatorname{li}_{n \rightarrow \infty} \sum_{1}^{n} \pi\left[f\left(t_{+}\right)\right]^{2} \delta x_{r} \\
& =\int_{a}^{b} \pi(f(x))^{2} d x \\
& =\int_{a}^{b} \pi y^{2} d x
\end{aligned}
$$

2. Suppose that an area is bound by the curve $x=g(y), y=c$, $y=d$, and $y$ - axis. Let this area be revolved about $y$-axis. Then we get a solid of revolution generated by this area. By proceeding as in (1), we can show that the total volume of this solid of revolution is given by

$$
V=\int_{c}^{d} \pi x^{2} \cdot d y
$$

3. 



Let $A B$ be a curve which is being revolved about a line $C D$ in the plane of the curve. Then a solid of revolution is generated and CD is the axis of this solid of revolution. Now it is required to find an expression for the volume $V$ of this solid of revolution.

Let $P$ and $Q$ be points on the generating curve so that the distance $P Q$ is an infinitesimal. Lraw $P R$ and $Q$ perpendiculars on $C D$ such that $K$ and $S$ are feet of the perpendiculars. Then the total volume of the solid of revolution is clearly given by

$$
V=\lambda t \sum \pi \cdot P R^{2} \cdot R S=\pi \int_{0}^{C i} P R^{2} \cdot d(C R)
$$

## Solved Examples :

1. Find the volume of the solid of revolution generated by revolving about the $x$-axis, the area bound by $y=5 x-x^{2}$ and $x-a x i s$. Solution:

The equation to the curve can be written $y=5 x-x^{2}$.
i.e., $y=-\left(x^{2}-5 x\right)$ i.e. $y=-\left[\left(x-\frac{5}{2}\right)^{2}+\frac{25}{4}\right]$
1.e., $y-\frac{25}{4}=-\left(x-\frac{5}{2}\right)^{2}$

The $x$-coordinates of the points of intersection of this curve with $x$-axis, i.e. $y=0$ is given by
$5 x-x^{2}=0 \quad$ i.e., $x(5-x)=0$
i.e. $x=0$ or 5

Considering the information given by (1) and (2), we can draw the graph of the generating curve as follows:


The generating curve is a parabola with vertex at (5/2, 25/4) and intersecting $x$-axis at $(0,0)$ and $(5,0)$. So the total volume of the solid of revolution is given by

$$
\begin{aligned}
V & =\pi \int_{0}^{5}\left(5 x-x^{2}\right)^{2} d x \\
& =\pi \int_{c}^{5}\left(25 x^{2}-10 x^{3}+x^{4}\right) d x \\
& =\pi\left[25 \frac{x^{3}}{3}-10 \frac{x^{4}}{4}+\frac{x^{5}}{5}\right]_{0}^{5} \\
& =\pi=\left[25 \cdot \frac{j^{3}}{3}-10 \cdot \frac{5^{4}}{4}+\frac{5^{5}}{5}\right]-0 \\
& =\pi \cdot 5^{4}\left[5 / 3-\frac{5}{2}+1\right] \\
& =625 \cdot \pi\left[\frac{1 c-17+6}{6}\right]
\end{aligned}
$$

$=625 \cdot \pi \cdot \frac{1}{6}$
$=\frac{625 \pi}{6}$
2. Show that the volume of a sphere of radius a is $\frac{4}{3} a^{3}$.


A sphere is generated by revolving the region bounded by the circle

$$
\begin{equation*}
x^{2}+y^{2}=a^{2} \tag{1}
\end{equation*}
$$

about the $y$-axis.

$$
\begin{aligned}
& =\int_{0}^{a} x^{2}-d y \\
& =\pi \int_{-a}^{a}\left(a^{2}-y^{2}\right) d y=\pi\left[a^{2} y-\frac{y^{3}}{3}\right]_{-a}^{\pi} \\
& =\pi\left[a^{3}-\frac{a^{3}}{3}+a^{3}-\frac{a^{3}}{3}\right] \\
& =\pi\left(2 a^{3}-\frac{2 a^{3}}{3}\right) \\
& =\frac{4}{3} \pi a^{3} .
\end{aligned}
$$

3. The area cut off from the parabola $y^{2}=4 a x$, by the chord joining the vertex to an end of the latus rectum rotates about the chord. Find the volume of the solid so formed.

Solution: The equation to the latus rectum of the parabola $y^{2}=4 a x$ is $y=2 a$. So the latus rectum intersects the parabola $y^{2}=4 a x$ at points whose $x$-coordinates are given by $(2 a)^{2}=4 a x$ i.e. $4 a^{2}=4 a x$ i.e., $x=a$. Correspondingly, $y$-coordinates of the points of intersection are given by $y^{2}=4 a^{2}$ i.e., $y= \pm 2 a$. So the points of intersection are $(a, 2 a)$ and $(a,-2 a)$. Let us consider the point D (a, 2a) tor our purpose


Now, $C$ is the line joining $0(0,0)$ the origin and $D(a, 2 a)$. The equation to $O D$ is given by

$$
\frac{y}{x}=\frac{2 u}{a} \text { i.e. } y=2 x \text {, i.e. } y-2 x=0
$$

Let $P\left(x^{\prime}, y^{\prime}\right)$ be a point on the parabola $y^{2}=4$ ax and $P Q$ be perpendicular to $O D$ with $Q$ on $O D$. Clearly, the length $P Q$ is given by

$$
P Q=\frac{y^{\prime}-2 x^{\prime}}{\sqrt{5}}
$$

Now the area shaded in the figure is rotated about $O D$ and the volume of the solid so formed is to be evaluated.

The elementary length along $O D$ is $\sqrt{5} \cdot d x$.

So the volume $V$ of the solid of revolution is given by

$$
\begin{aligned}
& V=\pi \int_{0}^{a} P Q^{2} \cdot \sqrt{5} \cdot d x \\
& =\pi \int_{0}^{( }\left(\frac{y-2 x}{5}\right)^{2} \sqrt{5} d x \text {, suppressing the dashes in } x^{1}, y^{1} \\
& =\pi \int_{0}^{5} \frac{y^{2}-4 x y+4 x^{2}}{5} \sqrt{5} d x \\
& =\pi \int_{0}^{c} \frac{\left(4 a x-8 \sqrt{a x^{3 i 2}}+4 x^{2}\right)}{\sqrt{5}} d x \\
& =\frac{\pi}{\sqrt{5}}\left[\frac{4 a z^{2}}{2}-\frac{2}{5} \cdot 8 \sqrt{a} z^{5 / 2}+\frac{4 x^{3}}{3}\right]_{0}^{a} \\
& =\frac{\pi}{\sqrt{5}}\left[\frac{4 a^{3}}{2}-\frac{16}{5} a^{3}+\frac{4 a^{3}}{3}\right] \\
& =\frac{\pi a^{3}}{\sqrt{5}}\left(2-\frac{16}{5}+\frac{4}{3}\right) \\
& =\frac{\pi}{\sqrt{5}} a^{3}\left(\frac{30-48+20}{15}\right)=\frac{2 \pi a^{3}}{15 \sqrt{5}}
\end{aligned}
$$

## Assignments:

Find the volumes of solids generated by revolving about the $x$-axis, the areas bounded by the following curves and lines.

1. $y=\sin x ; x=0, x=\pi$
2. $y=5 x-x^{2}, x=0, x=4$
3. $y^{2}=9 x, x=4$
4. $x^{2}+y^{2}=4, \quad x=1, y=0$
5. $\frac{x^{2}}{a^{2}}+\frac{y^{2}}{b^{2}}=1$
6. Prove that the volume of a right circular cone of height $h$ and base of radius $r$ is $\frac{1}{3} \pi r^{2} h$.
7. An arc of a parabola is bounded at both ends by the latus rectum of length 4 a . Find the volume of the solid generated by rotating the arc about the latus rectum.
8. The area cut off by the line $x+y=1$ from the parabola $\sqrt{ }+/ y=1$ is revolved about the same line. Find the volume of the solid so generated.
9. Show that the volume of the solid of revolution generated by revolving the cycloid $x=a(\theta+\sin \theta), y=a(1+\cos \theta)$ about its base is equal to $5 \pi^{2} a^{3}$.
10. Show that the volume of the solid generated by revolving the cardioide $r=a(1-\cos \theta)$ about the initial line is equal to $\frac{8}{3} \pi a^{3}$ 。
11. Evaluation of Plane Areas by Definite Integrals Key Concepts
12. Let a region by bounded by the graph of $y=f(x)$, $x$-axis, the lines $x=a$ and $x=b,(a<b)$. Then area $A$ of this region is given by


13. If $f(x) \leqslant 0$ for all $x \in[a, b]$, then $-f(x) \geqslant 0$ for all $x$ in $[a, b]$ and the area $A$ bounded by the graph of this function, $x=a, x=b$ and $x$ - axis $(a<b)$ is given by
$A=-\int_{a}^{b} f(x) \cdot d x$


The proofs of the above two assertions are very much similar to the extendeddefinition of $\int_{\sim}^{l} f(x) . d x$ given in lesson 1 and the reader can frame the proofs themselves based on the definition of

$$
\int_{c}^{b} f(x) \cdot d x \cdot
$$

The above two assertians immediately lead to the following :
3. If $f(x) \geqslant 0$ for $x \in[a, c]$ and $f(x) \leqslant 0$ for $x \leqslant[c, b]$ then the total area $A$ bounded by $y=f(x), x=a, x=b$ and $y$-axis is given by
$A=\int_{a}^{i} f(x) d x-\int_{c}^{b} f(x) d x$


Similar results can be stated for the function $x=g(y)$.
4. The area $A$ bounded by the graphs of the $f$ unctions $y=f_{1}(x)$ and $y=f_{2}(x)$, and the ordinates $x=a$ and $y=b,(a<b)$ where $f_{1}(x) \leq f_{2}(x)$ for all $x \in[a, b]$ is given by

$$
A=\int_{a}^{b}\left\{f_{2}(x)-f_{1}(x)\right\} d x \quad y=f_{2}(x)
$$

The figure is self-explanatory.
Clearly, area PQRSP
= area MNKSM - area MNCPM
$=\int_{a}^{l} f_{2}(x) d x-\int_{a}^{l} f_{1}(x) d x$
$=\int_{n}^{b}\left\{f_{2}(x)-f_{1}(x)\right\} d x$
5. Area enclosed by a plane curve (equations given in parametric form):

Let a closed curve be given by $x=f(t), y=g(t), \quad \alpha \leqslant t \leqslant \beta$ so that $f(\chi)=f(\beta)$ and $g(\alpha)=g(\beta)$. Let us suppose that the closed curve starts (corresponding to $\propto$ ) and ends (corresponding to $\beta$ ) at the point $P$. Let any line parallel to $y$-axis (intersecting the curve) intersect the curve in exactly two points. Let the lines $x=a$ and $x=b$ touch the curve in points $L$ and $C$, where these points correspond to $t_{1}$ and $t_{2}$ (values of $t$ ) respectively so that


Let $\psi$ be a point on the curve corresponding to $t_{3}$ such that $t_{1}<t_{3}<t_{2}$.

Now the area of the region
= area of region M NC Q $D M$ - area of region MNCPDM
$=S_{2}-s_{1}$
where $S_{2}=$ area of region MICQDM
where $S_{1}=\underset{\sim}{\infty}$ area of region MACPDM
Also $S_{2}=\int_{a}^{b} y d x$, covering the region MINCGDM

$$
=\int_{t_{2}}^{t_{1}} y(t) \frac{d x}{d t} d t+\int_{t_{3}}^{c_{1}} y(t) \cdot \frac{d x}{d t} \cdot d t
$$

$$
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Similarly,

$$
S_{1}=\int_{t_{2}}^{3} y(t) \cdot \frac{d x}{d t} d t+\int_{c_{1}} y(t) \cdot \frac{d x}{d t} \cdot d t
$$

consiciering the areas under the arcs DF and FC respectively.

So, $S=S_{2}-S_{1}$

$$
\begin{aligned}
& =\left(\int_{z_{2}}^{t_{3}} y \cdot \frac{d x}{d t} d t+\int_{t_{1}}^{t_{1}} f \cdot \frac{d z}{d t} \cdot d t\right)-\left(\int_{t_{2}}^{3} y \cdot \frac{d x}{d t} \cdot d t-\int_{x}^{t_{1}} y \cdot \frac{d x}{d t} \cdot d t\right) \\
& =-\int_{x}^{t_{1}} y \cdot \frac{d x}{d t} \cdot d t-\int_{t_{1}}^{t} y \cdot \frac{d x}{d t} \cdot u t-\int_{t_{3}}^{t_{2}} y \cdot \frac{d x}{d t} \cdot d t-\int_{i_{2}}^{6} y \cdot \frac{d x}{d t} \cdot d t \\
& =-\int_{x}^{6} f \cdot \frac{d x}{d t} \cdot d t-\ldots-\ldots(1)
\end{aligned}
$$

Similarly, considering tangents to the closed curve parallel to $x$-axis, we can show that

$$
\begin{equation*}
S=\int_{\alpha}^{\beta} x \cdot \frac{d y}{d t} \cdot d t \tag{2}
\end{equation*}
$$

Adding (1) and (2), we get
$2 S=\int_{\alpha}^{\beta} x \frac{d y}{d t} \cdot d t-\int_{x}^{6} y \cdot \frac{d x}{d t} \cdot d t$

$$
=\int_{x}^{f}\left(x \frac{d y}{d t}-y \frac{d x}{d t}\right) d t
$$

Hence the area enclosed in the closed curve
$=y 2 \int_{x}^{5} x \frac{d y}{d t}-y \frac{d x}{d t} d t$

## Solved Examples :

1. Determine the area bounded by the parabola $y_{2}^{\frac{1}{2}}=4 a x$ and $x=b$.


The required area is the shaded portion in the figure which is self-explanatory. In parabola $y^{2}=4 a x$ is symmetrical about $x$-axis. So, the required area
$=2 \mathrm{X}$ area QPR
$=2 \int_{0}^{b} y \cdot d x$
$=2 \int_{c} \sqrt{4 a x} \cdot d x$ ( $y$ is taken
as the positive side of the area is
considered here)
$=2.2 \sqrt{a} \int_{c}^{b} x^{y / 2} \cdot d x$
$=4 \sqrt{a} \frac{2}{3}\left[x^{3 i 2}\right]_{0}^{b}$
$=4 \cdot \frac{2}{3} \cdot \sqrt{a} \cdot b^{3 / 2}$
$=\frac{5}{3} \sqrt{i} \cdot b^{3 / 2}$
$=\frac{8}{3} \sqrt{a b^{3 / 2}}$

$$
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2. Find the area under the curve $y=\sin x$ between 0 and 2 .


Here, we note that between 0 and $\pi, \sin x \geqslant 0$ and between 0 and
$2 \pi, \sin x \leqslant \theta$.
$=\int_{i}^{\pi} \sin x \cdot d x-\int_{\pi}^{\pi} \sin x \cdot d x$
$=[\cos x]_{0}^{\pi}-[\cos x]_{\frac{1}{1}}^{2 \pi}$
$=(1-0)-(0-1)$
$=1+1=2$
3. Find the area enclosed by a loop of the curve

$$
a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right)
$$

Solution: Here the equation of the curve is

$$
\begin{equation*}
a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right) \tag{1}
\end{equation*}
$$

Ihe curve (1) intersects $y=0$ in the points given by $0=x^{2}\left(a^{2}-x^{2}\right)$ i.e. $x=0, x= \pm a$.

The tangents at the origin is given by

$$
x^{2}-y^{2}=0
$$

which shows that the origin is a node.
So, a loop of the curve is
$a^{2} y^{2}=x^{2}\left(a^{2}-x^{2}\right), \quad 0 \leqslant x \leqslant a$

Also the loop is symmetric about $x$ - axis


Thus the area of the 100 p is

$$
\begin{aligned}
& =2 \int_{0}^{\pi} y d x=\frac{2}{\pi} \int_{0}^{\pi} x \sqrt{a^{2}-x^{2}} \cdot d x \\
& =2 / a \int_{0}^{\pi} a \sin \theta, a \sin \theta, a \cos \theta d \theta \text { by putting } \\
& x=a \sin \theta \\
& =2 \cdot a^{3} \int_{0}^{\pi / 2} \cos ^{2} \theta, \sin \theta \cdot d \theta \\
& =2 a^{2}\left[-\cos ^{3} \theta\right]_{0}^{\pi / 2} \\
& =\frac{2 a^{2}}{3}
\end{aligned}
$$

4. Find the area above the x-axis, of the region bounded by the parabola $y^{2}=x$ and the circle $x^{2}+y^{2}=2 x$.


The $x$-coordinates of points of intersection of the parabola $y^{2}=x$ and the circle $x^{2}+y^{2}=2 x$ are given by
$x^{2}+x=2 x$ i.e., $x^{2}-x=0$ i.e. $x(x-1)=0$ i.e. $x=0$ and $x=1$

So we have to find the area bounded by the given curve above the $x$-axis so that for the points of the region

$$
0 \leqslant x \leqslant 1
$$

Thus the required area

$$
\begin{aligned}
& =\int_{0}^{1}\left(y_{1}-y_{2}\right) d x, \text { where } y_{1}=2 x-x^{2} \text { and } y_{2}^{2}=x \\
& =\int_{0}^{1}\left(\sqrt{2 x-x^{2}}-\sqrt{x}\right) d x \\
& =\int_{0}^{1} \sqrt{2 x-x^{2}} \cdot d x-\int_{0}^{1} \sqrt{x} \cdot d x
\end{aligned}
$$

For integrating $\int_{0}^{1} \sqrt{2 x-x^{2}} \cdot d x$, set $x=2 \sin ^{2} \theta$. Then $d x=4 \sin \theta \cos ^{\circ} \cdot d e$

$$
\text { and } \begin{aligned}
x=0 & \Longrightarrow \theta=0, \\
x=1 & \Longrightarrow \theta=\frac{\pi}{4}
\end{aligned}
$$

Inen $\int_{0}^{1} \sqrt{2 x-x^{2}} \cdot d x$

$$
=\int_{0}^{\pi / 4} \sqrt{\left(2.2 \sin ^{2} \theta-4 \sin ^{4} \theta\right)} 4 \sin \theta \cdot \cos \theta \cdot d \theta
$$

$$
=\int_{0}^{\pi / 4} 2 \sqrt{\sin ^{2} \theta\left(1-\sin ^{2} \theta\right)} 4 \sin \theta \cos \theta \cdot d \theta
$$

$$
=\int_{0}^{\pi / 4} 8 \cdot \sqrt{\sin ^{2} \theta-\cos ^{2}} \cdot \cdot \sin \theta \cdot \cos \theta \cdot d \theta
$$



Also, $\int_{0}^{1} \sqrt{x} \cdot d x=\left[\frac{2}{3} x^{3 /-}\right]_{0}^{1}=\frac{2}{3}$
Therefore, the required area $=\frac{\pi}{4}-\frac{2}{3}$
5. Find the area enclosed by the curve given by
$x\left(1+t^{2}\right)=1-t^{2}, y\left(1+t^{2}\right)=2 t$

Solution :
Here it is a variable parameter taking its values from
to . So we can set $t=\tan \theta$ where

Then $x=\frac{1-t^{2}}{1+t^{2}}=\frac{1-\tan ^{2} \theta}{1+\tan ^{2} \theta}=\cos 2 \theta$
and

$$
y=\frac{2 t}{1+t^{2}}=\frac{2 \tan \theta}{1+\tan ^{2} \theta}=\sin 2 \theta, \text { where }-\frac{\pi}{2} \leqslant \theta \leqslant \frac{\pi}{2}
$$

Note that the parametric equation represents a closed curve.
Hence the required area
$=\frac{1}{2} \int_{-\pi / 2}^{\pi / 2}\left(x \frac{d y}{d \theta}-y \frac{d x}{d \theta}\right) d \theta$
$=\frac{1}{2} \int_{-\pi / 2}^{\pi / 2}(\cos 2 \theta \cdot 2 \cos 2 \theta-\sin \theta \cdot(-2 \sin \theta)) d e$
$=\frac{1}{2} \cdot 2 \int_{-\pi / 2}^{\pi /}\left(\cos ^{2} 2 \theta+\sin ^{2} 2 \theta\right) d \theta$
$=\int_{-\frac{\pi}{2}}^{\pi / 2} d \theta=[\theta]_{-\frac{\pi}{2}}^{\pi / 2}=\pi / 4$
6. Find the whole area of the cycloid $x=a(\theta+\sin \theta)$,
$y=a(1-\cos \theta)$, bounded by its base.


Here the area of half the cycloid i.e., the shaded portion in the figure is the region bounded by the cycloid, $y=0$ and $y=2 a$. Hence the total area of the cycloid
$=2$ (area of the shaded portion in the figure).
$=2 \frac{\pi}{\pi} \int_{i}^{2} d y$
$=2 \int_{0}^{\pi} a(\theta+\sin \theta) \cdot a \sin \theta \cdot d \theta$
$[$ for $x=a(\theta+\sin \theta)$,
$d y=a \cdot \cos \theta \cdot d x$,
$y=0 \Rightarrow 0=0$,
$y=2 a \Rightarrow 0=\pi]$
$=2 a^{2} \int_{0}^{\pi}\left(\theta \cdot \sin \theta+\sin ^{2} \theta\right) d \theta$
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$$
\left.\left.\begin{array}{rl}
\int_{0}^{\pi} \theta \sin \theta d \theta & =-\cos \theta-\int_{c}^{\pi}(-\cos \theta) d \theta \\
& =[-\theta \cos \theta+\sin \theta]_{0}^{\pi} \\
& \int_{0}^{\pi} \theta \sin ^{\pi} \theta d \theta
\end{array}\right)=\int_{0}^{\pi} \frac{(1-\cos 20)}{2} d \theta\right]
$$

Hence the required area

$$
=2 a^{2}\left[-\theta \cos 0+\sin \theta+\frac{1}{2}\left(0-\frac{\sin 2 \theta}{2}\right)\right]_{0}^{\pi}
$$

$=2 a^{2}\left[-\pi \cos \pi-\sin \pi+\frac{1}{2}\left(\pi-\frac{\sin 2 \pi}{2}\right)+0 \cdot \cos 0-\sin \theta\right.$
$=2 a^{2}\left[\pi+0-\frac{\pi}{2}-c+c-0-0\right]$
$\left.-\frac{1}{2}\left(c \cdot \frac{\sin c}{2}\right)\right]$
$\pm 2 \pi^{2} \cdot \frac{3 \pi}{2}=玉 a^{2} \pi$

Note: Here the parametric equations of the cycloid do not represent a closed curve.

## Assignments :

1. Find the area of the segment cut of from $y^{\text {2 }}$
line $y=2 x$.
2. Find the area of the portion of the circle $x^{2}+y^{2}=1$ which Lies inside the parabola $y^{2}=1-x$.
3. Find the area bounded by the curves $y^{2}-4 x-4=0$ and $y^{2}+4 x-4=0$.
4. Find the area includea between the ellipses $x^{2}+2 y^{2}=1$ and $2 x^{2}+y^{2}=1$.
5. Find the areas enclosed by the following curves :
a) $x=a \cos t+b \sin t, y=a^{1} \cos t+b^{1} \sin t$
b) $x=a \sin 2 t, y=a \sin t$
c) $x=a\left(1-t^{2}\right), y=a t\left(1-t^{2}\right)(-1 \leqslant t \leqslant 1)$
d) $x=\frac{1-t^{2}}{1+t^{2}}, \quad y=t \frac{\left(1-t^{2}\right)}{\left(1+t^{2}\right)}, \quad(-1 \leqslant t \leqslant 1)$
6. Find the area bounded by the axis $x$, part of the curve $y=\left(1+\frac{8}{x^{2}}\right)$ and the ordinates at $x=2$ and $x=4$. If the ordinates at $x=$ a divides the area into two equal parts, find a.
7. Find the area bounded by the curves $x^{2}+y^{2}=25,4 y=\left|4-x^{2}\right|$ and $x=0$, above the $x$-axis.

Answers :

1. $8 / 3$
2. $\left((y 2) \overline{11}+\frac{4}{3}\right)$
3. $16 / 3$
4. $2 \sqrt{2}$
5. a) $\pi\left(a b^{1}-a^{1} b\right)$
b) $\frac{8}{3} a^{2}$
c) $\frac{8 a^{2}}{15}$
d) $2-\frac{\pi}{2}$
6. Area $n=4$ sq. units, $a=2 \sqrt{2}$
7. $4+25 \sin ^{-1} \frac{4}{5}$ sq. units
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## DIFFERENTIAL ECNATIONS

## An Introduction :

1. A body is falling freely under gravity.
2. A body is falling under air resistance.
3. The bob of a simple pendulum is pulled aside and let go.
4. A hot body cools according to certain law.
5. A chain of given length hangs over the smooth edge of a table and begins to slide off the table.

Here are a few situations where we need to discuss the problem. The problem may be the motion of the body or the bob of the simple pendulum or the temperature of the cooling body at a given moment or the motion of the chain sliding off the table on which it is lying. A Differential Equation set up to describe each of these problems is the mathematical formulation of the problem itself. Consequent ly, solving the differential equation is equivalent to solving the problem itself.

Uifferential equations occur in the context of nume ious problems which one comes across in different branches of science and engineering.

Some of them are the problem of determining
a) the motion of a projectile, rocket, satellite or planet.
b) the current in an electric circuit.
c) the conauction of heat in a rod or a slab.
d) the vibrations of a wire or a membrane
e) the flow of a liquid
f) the rate of decomposition of a radioactive substance or the rate of growth of a population.
g) the reaction of chemicals
h) the curves which have certain geometrical properties.

The mathematical formulation of such problems gives rise to differential equations. In each of the situations cited above, the objects involved obey certain laws of nature or scientific laws. These laws involve various rates of change of one or more quantities with respect to other quantities. Such rates are expressed as various derivatives and the scientific laws themselves become mathematical equations involving the derivatives, that is, differential equations.
"The vital ideas of mathematics.... were created by the solitary labour and individual genius of a few remarkable men.... A few of the greatest mathematicians of the past three centuries are Fermat, Newton, the Bernoullis, Euler, Lagrange, Laplace, Gauss, Abel, Hamilton, Liouville, Chebyshev, Hermf, Hiemann and Poincare".

An elementary course on differential equations as this, aims at familiarising to its students, basic terminology and methods and techniques of solving first order equations of the type

$$
\frac{d y}{d x}=f(x, y) \text { in easy cases. }
$$

Further, a student at the end. of this course should be able to apply the concepts and techniques of solving differential equations of first order to problems arising in real life situations, some of which have been mentioned already.

The prerequisites for the course are
i) working knowledge of differentiation and integration
ii) familiarity with plane curves.

Differential Equations and Their Classification - Ierminoloay
An equation involving an unknown function of one or more (independent) variables and the derivatives of the unknown function w.r.t. the independent variable(s) is called a differential equation. Some examples :

1. $\frac{d^{2} y}{d x^{2}}+x+\left(\frac{d y}{d x}\right)^{2}=0$
2. $\frac{d^{2} y}{d t^{2}}+5 \cdot \frac{d x}{d t}+t x=e^{t}$
3. $\frac{\partial v}{\partial s}+\frac{\partial v}{\partial t}=0$.
4. $\frac{\partial^{2} z}{\partial x^{2}}+\frac{\partial^{2} z}{\partial y^{2}}=0$
5. $\quad \frac{d x}{d t}=y ; \quad \frac{d y}{d t}=-x$.

A differential equation involving ordinary derivatives of one independent variable w.r.t. the independent varıable $\dot{i} s$ called an ordinary differential equation (or equation).

Examples: In the earlier set of examples, equations (1), (2) and (5) are ordinary equations.

In (1) $y$ is the dependent variable or the unknown function of $x$ while $x$ is the lone indepen ent variable.
In (2) $x$ is the depencent variable and $t$ is the independent variable.
: 206 :

In (5) $x$ and $y$ are both dependent variables and $t$ is the independent variable.

A differential equation involving partial derivatives of one dependent variable w.r.t. more than one independent variables is called a partial differential equation.

Examples: In the set of examples already given, equations (3) and (4) are partial differential equations.

In (3) $v$ is the dependent variable and $s$ and $t$ are independent variables. In (4) $z$ is the dependent variable and $x, y$ are independent variables.

More examples of Differential Equations : $^{\text {E }}$

1. $\frac{d y}{d x}=-k_{y}$
2. $m \cdot \frac{d^{2} x}{d t^{2}}=m g-k \cdot \frac{d x}{d t}$
3. $\frac{d y}{d x}+2 x y=e^{-x^{2}}$
4. $\quad \frac{d^{2} y}{d x^{2}}-5 \cdot \frac{d y}{d x}+6 x=0$.
5. $\left(1-x^{2}\right) \cdot \frac{d^{2} y}{d x^{2}}-2 x \cdot \frac{d y}{d x}+p(p+1) \cdot y=0$.
6. $x^{2} \cdot \frac{d^{2} y}{d x^{2}}+x \frac{d y}{d x}+\left(x^{2}-p^{2}\right) y=0$.
7. $\quad a^{2}\left(\frac{\partial^{2} \omega}{\partial x^{2}}+\frac{\partial^{2} \omega}{\partial y^{2}}\right)=\frac{\partial \omega}{\partial t}$.
8. 

$$
a^{2}\left(\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial^{2} w}{\partial y^{2}}+\frac{\partial^{2} w}{\partial z^{2}}\right)=\frac{\partial^{2} w}{\partial t^{2}}
$$

9 .

10.


Some of these equations are classical. (5) and (6) are called Legendre's equation and Bessel's equation respectively.

The equations (7), (8) and (9) are the classical heat equation, wave equation and Laplace's equation respectively.

Readily it is seen that (1) to (6) and (10) are ordinary equations while (7) to (9) are partial equations.

## Order and Degree of a Differential Equation:

The order of the highest ordered derivative found in a differentrial equation is called the order of the equation.

The degree of the highest order derivative in a differential equation which is free from radicals and fractions in its derivatives is called the degree of the equation.

In the examples (1) to (10) we had earlier easily we can recognise the order and degree of each equation.

The equations (1) and (3) are of order 1 and degree 1. The other equations are of order 2 and degree 1 .

## More examples :

$\left(\frac{d^{2} y}{d x^{2}}\right)^{2}+k\left[1+\left(\frac{d y}{d r}\right)^{2}\right]^{3}=0$
has its order and degree 2 each.
$\left(\frac{d y}{d x}\right)^{3}+y=e^{x}$ has order 1 and degree 3 .
The equation $\frac{d y}{d x}+\frac{1}{d y / d x}=2 x$
has to be rewritten as $\left(\frac{d y}{d x}\right)^{2}+1=2 x\left(\frac{d y}{d x}\right)$
Then the order and degree are respectively 1 and 2.
The equation

$$
\rho=\frac{\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3 / 2}}{\frac{d^{2} y}{d x^{2}}}
$$

has to be rewritten as

$$
\left[1+\left(\frac{d y}{d x}\right)^{2}\right]^{3}=\rho^{2}\left(\frac{d^{2}}{d x^{2}}\right)^{2}
$$

Then the order and degree of the equation are both 2. A Linear Equation of $n$th order. An ordinary Linear differential equation of nth order is given by

$$
\begin{array}{r}
a_{0}(x) y^{(n)}+a_{1}(x) y^{(n-1)}+\ldots+a_{n}(x) y=b(x) . \\
y^{(k)}=\frac{d y}{d x^{k}}=\text { the kith derivative of } y \text { w.r.t. } x .
\end{array}
$$

The equation is (1) said to be homogeneous if $b(x) \equiv 0$.
(2) said to be a linear equation with constant
coefficients if all the coefficients $a_{0}(x), a_{1}(x), \ldots, a_{n}(x)$ are
constants. An equation which is not homogeneous is called a non-homogeneous or inhcmogeneous equation.

## Examoles:

1. $y^{\prime \prime \prime}+3 x^{2} y^{\prime \prime}+3 x y^{\prime}+2 y=0$
is a linear homogeneous equation where $1=\frac{d}{d x}, 11=\frac{d^{2}}{d x^{2}}$, etc.
2. $y^{\prime \prime}+y^{\prime}+x y=0$
is a homogeneous linear equation with variable coefficients.
3. $y^{(4)}+y^{\prime \prime}+y=e^{x}$
is a non homogeneous linear equation with constant coefficients.
4. $x^{3} y^{\prime \prime 1}+2 x^{2} y^{\prime \prime}+3 x y^{\prime}+4 y=\sin x$
is a non homogeneous equation with variable coefficients.
5. $y^{11}+x y^{2}=0$ is not a linear equation.
6. $\left(y^{1}\right)^{2}+y=e^{x}$ is also not linear.

## Note:

1. $y$ and its derivatives in the linear equation occur in first degree only.
2. Consequently a linear equation is necessarily of first degree.
3. No products of $y$ and/or any of its derivatives are present.
4. No transcendental functions of $y$ and/or its derivatives occur.

## More examples :

1. $\frac{d_{y}^{2}}{d x^{2}}+5 \cdot \frac{d y}{d x}+6 y=0$
2. $\frac{d^{2} y^{2}}{d x^{2}}+x^{2} \cdot \frac{d^{2} y}{d x^{2}}+x^{3} \cdot \frac{d y}{d x}=x e^{x}$
are ordinary linear equations.

An ordinary differential equation which is not linear is called a non linear ordinary differential equation.

$$
\frac{d^{2} y}{d x^{2}}+\frac{d y}{d x}+y^{2}=0 \text { is a non linear ordinary equation. }
$$

A general ordinary differential equation of $n$th order is $a$ relation of the type: $F\left(x, y, y^{\prime}, y^{\prime \prime}, \ldots, y^{(n)}\right)=0$.

## Formation of Differential Equations

## Problems

1. Suppose that a body of mass $m$ falls freely under gravity. In this case the only force acting on the body is its weight mg. If $x$ is the distance through winich the body falls in time $t$, then its acceleration is $\frac{d^{2} x}{d t^{2}}$.

Then the equation of motion of the falling body is
$m \frac{d^{2} x}{d t^{2}}=m g$ or $\frac{d^{2} x}{d t^{2}}=g \quad \ldots$
2. If there is a resisting force by air (say) proportional to the velocity, then the total force acting on the body is $m g-K \frac{d x}{d t}$ (- because the air resistance opposes the motion). In this case, the equation of motion becomes,

$$
\begin{aligned}
& m \cdot \frac{t^{2} x}{d t^{2}}=m g-k \frac{d x}{d t} \\
& \text { or } m \cdot \frac{d^{2} x}{d t^{2}}+k \cdot \frac{d x}{d t}=m g \\
& \text { or } \quad \frac{d^{2} x}{d t^{2}}+\left(\frac{k}{m}\right) \frac{d x}{d t}-g=0 \cdot--(2)
\end{aligned}
$$

3. Consider a pendulum consisting of $a$ bob of mass $m$ at the end of an inelastoc string or rod of negligible mass and of length a. If the bob is pulled aside through an angle and released, then by the principle of conservation of energy

$$
\begin{aligned}
& y 2 m v^{2}=m g(a \cos \theta-a \cos \alpha) \\
& s=a \theta, \quad \frac{d B}{d t}=v=a \cdot \frac{d \theta}{d t}
\end{aligned}
$$

The equation of motion becomes

$$
\begin{aligned}
& \quad \frac{1}{2} a^{2}\left(\frac{d \theta}{d t}\right)^{2}=a g(\cos \theta-\cos \alpha) ; \alpha>\theta \\
& \operatorname{or}\left(\frac{d \theta}{d t}\right)^{2}=\frac{2 g}{a}(\cos \theta-\cos \alpha)
\end{aligned}
$$

Or $\frac{d \theta}{d t}=\sqrt{\frac{2 y}{a}(\cos \theta-\cos x)--(3)}$
4. Assume that a hot body cools at a rate proportional to the difference between the temperatures of the body and the surroundings. This law is known as Newton's law of cooling.

Let $\theta$ denote the temperature of the body at any moment $t$ and $\theta_{0}$ the temperature of the surroundings of the body. Then the rate of cooling is $\frac{d \theta}{d t}$ and this is proportional to $\left(\theta-\theta_{0}\right)$.Then the cooling of the body is governed by the equation

$$
\begin{aligned}
& \frac{d \theta}{d t}=-k\left(\theta-e_{0}\right), \quad k>0 \\
& \text { or } \quad \frac{d e}{d t}+k e=k e_{0}-\cdots-(4)
\end{aligned}
$$

5. A tank contains 50 gal of pure water initially. A brine containing 2 lb of dissolved salt per gallon flows into the tank at the rate of 3 gals./min. The mixture is kept uniform by constant stirring and the well-stirred mixture simultaneously flows out of the tank at the same rate.

Let $x$ denote the amount of salt in the tank at time $t$. Then the equation for the rate of change of $x$ is

$$
\begin{equation*}
\frac{\mathrm{dx}}{\mathrm{dt}}=\text { Inflow-outflow } \quad \text {... } \tag{i}
\end{equation*}
$$

The brine flows at the rate of 3 gals/min and each gallon contains 2 lbs salt.

Then, Inflow $=(2 \mathrm{lb} / \mathrm{gals}) \times(3 \mathrm{gal} / \mathrm{min})=6 \mathrm{lb} / \mathrm{min} . .$.

Since the rate of outflow = the rate of inflow, the tank contains 50 gal of mixture in time $t$. This 50 gal. contains $x$ lbs af salt in time $t$. Iherefore, the concentration of salt at time $t=y 50 \times 1 b / g a l$.

Then, the outflow $=(x / 50 \mathrm{lb} / \mathrm{gal})(3 \mathrm{gal} / \mathrm{min})=$

$$
\begin{equation*}
\frac{3 x}{50} \quad 1 \mathrm{~b} / \mathrm{min} \tag{iii}
\end{equation*}
$$

Hence, (i), (ii) and (iii)
$\Rightarrow \frac{d x}{d t}=6-\frac{3 x}{50}-\cdots-(5)$
which is the equation governing the rate of change of salt content.

The above discussed problems illustrate how a differential equation describes the problem. In other words, in these illustrations, the mathematical formulation of the problem is the differential equation.

In each problem above, we can recognise the following important steps leading to the mathematical formulation of the problem, that is, the difforential equation.

1. Identification of the law/laws, operating in the problem.
2. Analysis of the problem.
3. Representing the attributes by symbols.
4. Formation of the equation using the relationships or laws in the problem.

## Differential Equations $=2 r$ Families of Curves :

1. Consider the family of concentric circles with their centre at
the origin.
The circles are all given by

$$
\begin{equation*}
x^{2}+y^{2}=a^{2} \tag{1}
\end{equation*}
$$

. . .

As a takes various values, we get different members of the family of circles. We describe a as the parameter of the family of circles. Differentiating (1) w.r.t. $x$, we get

$$
\begin{equation*}
2 x+2 y \frac{d y}{d x}=0 \text { or } x+y \cdot \frac{d y}{d x}=0 \tag{2}
\end{equation*}
$$

The differential equaric. (2) represents the family of circles. He note: 1. that (2) is Eree from the parameter. In other words, the parameter a is eliminated in getting the differential equation. 2. The number of parameters in (1) is equal to the order of the differential equation ( 2 !, each being one.
2. Consider the family of circles through the origin with their centres on the x-axis.
Each circle of the family is given by $x^{2}+y^{2}=2 c x \ldots$ - (1) As c takes different values, we get different circles, $c$ is the parameter of the family of circles.

Differentiating (1) w.r.t. $x$

$$
2 x+2 y \cdot \frac{d y}{d x}=2 c \text { or } x+y \cdot \frac{d y}{d x}=c-(2)
$$

Eliminating c between (1) and (2), we get

$$
\begin{align*}
& x^{2}+y^{2}=2\left(x+y \frac{d y}{d x}\right) x \\
& =2 x^{2}+2 x y \frac{d y}{d x}+\frac{y^{2}}{d x} x^{2}=2 x y \cdot \frac{d y}{d x} \\
& \text { or } \quad \frac{d y}{d x}+\frac{1}{2}\left(\frac{x}{y}-\frac{y}{x}\right)=0
\end{align*}
$$

This differential equation represents the family of circles. Again we notice that (3) is a first order equation got by eliminating the single parameter $c$ of the family of circles.
3. Consider the family of parabolas : $y=(x+c)^{2} \ldots$
c being the parameter of the family.
Differentiating (1), $\frac{d y}{d x}=2(x+c)$
Eliminating $c$ from (1) and (2), we get

$$
\frac{d y}{d x}=4(x+c)^{2}=4 y
$$

or

$$
\begin{equation*}
\frac{d y}{d x}-4 y=0 \tag{3}
\end{equation*}
$$

is the differential equation representing the family of parabolas.

Solution of a differential equation:
An Illustration: Consider the function $y=a e^{2 x}+b e^{-2 x}$
where $a, b$ are arbitrary constants.
Lifferentiating w.r.t. $x$ we get $y=2 a e^{2 x}-2 b e^{-2 x}$
Differentiating w.r.t. $x$ again, $y=4 a e^{2 x}+4 b e^{-2 x}$

$$
=4\left(a e^{2 x}+b e^{-2 x}\right)
$$

or $y=4 y--(2)$
The function (1) satisfies the differential equation (2) for all constants and b. (1) is a solution of the differential equation (2) for all values of $a$ and $b$.

Consider an nth order ordinary differential equation

$$
F\left(x, y, y^{\prime}, y^{\prime \prime}, \cdots-y^{(n)}\right)=0-(1)
$$

where $F$ is a real function of $x, y, y^{\prime}, y^{\prime \prime}, \ldots . y^{(n)}$
$y^{(n)}=$ The $n^{\text {th }}$ derivative of $y$ w.r.t. $x=\frac{d y}{d x^{n}}$.
A real function $y=f(x)$
(2) is called a solution of the
differential equation over some interval $I$ if $y$ is differentiable $n$ times and 'satisfies the differential equation'
i.e. $F\left(x, f(x), f^{\prime}(x), \ldots ., f^{(n)}(x)\right)=0$ for all $x \in I$.

The phrase 'satisfies the differential equation' means that when $y, \frac{d y}{d x}, \ldots$. , are replaced by $f(x), f^{\prime}(x), \ldots f^{(n)} x$ respectively in (1), the equation (1) becomes an identity.

A differential equation is said to be solved if a solution of the equation is found.

## Another Illustration :

The differential equation : $\frac{d^{2} y}{d x^{2}}+m^{2} x=0$ has its solution $y=a \cos m x+b \sin m x$ where $a$ and $b$ are arbitrary constants.

## Verification :

$$
\begin{aligned}
y & =a \cos m x+b \sin m x \\
\frac{d y}{d x} & =-m a \sin m x+m b \operatorname{cosin} x \\
\text { and } \frac{d^{2} y}{d x^{2}} & =-m^{2} a \operatorname{cis} m x-m^{2} b \sin m x \\
& =-m^{2}(a \cos m x+b \sin m x) \\
\frac{d^{2} y}{d x^{2}} & =-m^{2} y \text { or } \frac{d^{2} y}{d x^{2}}+m^{2} y=0
\end{aligned}
$$

In the illustrations, the constants $a$ and $b$ of the solutions can take any values. Such a solution of a differential equation containing arbitrary constants (as and b) is called the general solution of the differential equation.

A solution got from the general solution for particular values of the arbitrary constants is called a particular solution of the differential equation.

## Initial Value problem:

$y=x^{2}+c, c$ being an arbitrary constant, is the general solution of $\frac{d y}{d x}=2 x$. The particular solution satisfying the
condition $y=4$ when $x=1$ is got from the general solution $y=x^{2}+c$. Putting $x=1, y=4,4=1+c$ or $c=3$. Hence the particular solution required is $y=x^{2}+3$.

A given differential equation together with an additional condition as in the above is called an Initial Value Problem (I.V.P.) Thus, $\frac{d y}{d x}=2 x$ together with $y=4$ when $x=1$ is an initial value problem. The above initial value problem is written as

$$
\begin{array}{ll}
\frac{d y}{d x}=2 x & \text { The differential equation } \\
y(1)=4 & \text { The initial condition }
\end{array}
$$

The condition in the initial value problem is called an initial condition of the problem. For the initial value problem: $\frac{d y}{d x}=2 x, y(1)=4, y=x^{2}+3$ is the solution.

Thus a solution of an initial value problem is a solution of the differential equation of the problem. In addition to this, the solution must satisfy the initial condition also. Another Example $: \frac{d^{2} y}{d x^{2}}+y=0$ has the general solution $y=a \cos x+b \sin x$. Suppose $y(0)=2, y^{\prime}(0)=3$, then $a=2, b=3$. Thus, $y=2 \cos x+3 \sin x$ is a particular solution of the differential equation. This particular solution satisfies the conditions $y(0)=2$, and $y^{\prime}(0)=3$.
Therefore, $\frac{d^{2} y}{d x^{2}}+y=0$
with $y(0)=2$ and $y^{\prime}(0)=3$.
is an initial value problem having the solution $y=2 \cos x+3 \sin x$.

A general nth order initial value problem is of the type
$F\left(x, y, y, \quad y, \ldots ., y^{(n)}\right)=0$ over I.

$$
\begin{equation*}
y\left(x_{0}\right)=y_{0}, \quad y^{\prime}\left(x_{0}\right)=y_{0}^{\prime}, \cdots, \quad y^{(n-1)}\left(x_{0}\right)=y_{0}^{(n-1)} \tag{1}
\end{equation*}
$$

for some value $x=x_{0} \in I$.
The set of conditions in (2) is the set of initial conditions of the initial value problem. Here, $y_{0}, y_{0}, y_{0}, \ldots ., y_{0}^{(n-1)}$ are given values.

## Geometrical Meaning :

A differential equation represents a family of curves. Given a family of curves

$$
\begin{equation*}
f(x, y, a, b)=0 \tag{1}
\end{equation*}
$$

by eliminating a and b, by differentiating (1), we get the differential equation.

$$
\begin{equation*}
F\left(x, y, y^{\prime}, y^{\prime \prime}\right)=0 \tag{2}
\end{equation*}
$$

(1) is the general solution of (2) and represents the family of curves. Each curve of the family is a particular solution of the differential equation (2).

A solution of an initial value problem is a particular curve of the family of curves given by the differential equation (2).

## Points to stress while teaching :

1. The difference between
a) the ordinary and partial equations
b) order and degree equations
c) Linear and non-linear equations.
d) Linear homogeneous and non homogeneous equations
e) General solution and particular solutions
f) Formation of an equation and solving an equation
g) Solving an equation and an Initial Value froblem
2. The geometrical meanings of
a) a differential equation : $\frac{d y}{d x}=f(x, y)$
b) the general solution of an equation
c) a particular solution of an equation
3. Information of a differential equation for a physical problem
a) identification of the law/laws operating
b) analysis of the problem
c) symbols and notations
4. Solution of an equation
a) Verification of a function as a solution of a given equation.
b) Formation of the equation from a given solution.

Assignments and Self Iest :
I. 1. Classify the differential equations as ordinary or partial differential equations.
L. State the order and the degree.
3. Determine whether the equation is linear or non linear.
4. If the equation is linear, whether it is homogeneous or non-homogeneous.
i) $\quad y^{\prime}+x^{2} y=x e^{x}$
ii) $y^{\prime \prime \prime}+4 y^{\prime \prime}+5 y^{\prime}+3 y=\sin x$
iii) $\frac{\partial^{2} u}{\partial x^{2}}+\frac{\partial \bar{u}}{\partial y^{2}}=0$
iv) $x^{2} d y+y^{2} d x=0$
v) $\frac{\partial^{2} u}{\partial x^{2}}+c \frac{\partial u}{\partial t}=0$
vi) $y^{(4)}+3 y^{\prime \prime}+5 y^{2}=0$
vii) $y^{\prime \prime}+y \sin x=0$
viii) $y^{\prime \prime}+x \sin y=0$
ix) $\left(\frac{d r}{d s}\right)^{2}=\sqrt{\frac{d d^{2} r}{d s^{2}}+1}$
x) $\quad \frac{d y}{d x}+\frac{d x}{d y}=1$
xi) $x y^{\prime}=y^{\prime} \sqrt{1-x^{2} y^{2}}$
xii) $\frac{d y}{d x}=-\frac{x y}{x^{2}+y^{2}}$
xiii) $y^{\prime}=x e^{x^{2}}$
xiv) $\frac{d y}{d x}+\sqrt{\frac{1-y^{2}}{1-x^{2}}}=0$
xv) $y^{\prime \prime \prime}+4 y^{\prime \prime}-5 y^{\prime}+3 y=\sin x$
II. FoIm the differential equation for the following problems.
a) The population ( P ) of a bacteria is increasing at a rate proportional to the population at the moment.
b) A moth ball evaporates at a rate proportional to its surface.
c) The air resistance on a falling body exerts a retardation proportional to the square of the velocity.
d) A chain 4 feet long starts sliding off the smooth table when 1 foot of the chain hangs over the edge which is supposed to be smooth (no friction).
e) A tank has 100 gallons of pure water. Brine containing $1 \mathrm{lb} / \mathrm{gal}$. runs into the tank at the rate of 1 gal/min. The mixture is constantly stirred and flows out at the same rate as inflow.
f) An amount of invested money draws interest compounded continuously (i.e. the amount of money increases at a rate proportional to the amount present).
g) A chemical reaction converts a certain chemical into another chemical at a rate proportional to the amount of the unconverted chemical amount present at any time.
h) The rate at which rauioactive nuclei decay is proportional to the number of such nuclei that are present in a given sample.
III. Show that the family of curves given by the first equation is represented by the corresponding differential equation.

1. $y=2+c e^{-2 x^{2}}, \quad \frac{d y}{d x}+4 x y=8 x$.
2. $y=\left(c+x^{3}\right) e^{-3 x}, \frac{d y}{d x}+3 y=3 x^{2} e^{-3 x}$
3. $y=a e^{4 x}+b e^{-2 x}, y^{\prime \prime}-2 y^{\prime}-8 y=0$.
4. $y^{2}=4 a x, 2 x y^{\prime}=y$
5. $y=c_{1} \sin 2 x+c_{2} \cos 2 x, y^{\prime \prime}+4 y=0$
6. $x y=c, x y^{\prime}+y=0$
7. $y^{2}=4 c(x+c),\left(2 x+y y^{\prime}\right) y^{\prime}=y$
8. $y=c_{1} e^{x}+c_{2} e^{-x}, y^{\prime \prime}=y$
IV. Verify that each function is a solution of the corresponding differential equation.
9. $y=x \operatorname{Tan} x, x y^{\prime}=x^{2}+y^{2}+y$
10. $y=\log _{e} x, x y^{\prime}=1$
11. $y=1+y x, x^{2} y^{\prime}+1=0$
12. $y=c e^{y / x}, x(y-n) y=y^{2}$
13. $\quad x+y=\operatorname{Tan}^{-1} y, 1+y^{2}+y^{2} y^{\prime}=0$
14. $y=c x^{n}, x \frac{d y}{d x}=n y$
15. $y=c x+a / c, y=x \frac{d y}{d x}+a \frac{d x}{d y}$
16. $y=x^{3}+a x^{2}+b x+c, y^{\prime \prime \prime}=6$
17. $y=x^{2}-c x, 2 x y y^{\prime}=x^{2}+y^{2}$
18. $y=x+3 e^{-x}, y^{\prime}+y=x+1$
19. $y=2 e^{3 x}-5 e^{4 x}, y^{\prime \prime}-7 y^{\prime}+12 y=0$
20. $y=e^{x}+2 x^{2}+6 x+7, y^{\prime \prime}-3 y^{\prime}+2 y=4 x^{2}$
21. $y=\left(1+x^{2}\right),\left(1+x^{2}\right) y^{\prime \prime}+4 x y^{\prime}+2 y=0$
V. Verify that the function given is a solution of the corresponding initial value problem.
a) $x^{2}+y^{2}=25 ; \frac{d y}{d x}+\frac{x}{y}=0, y(3)=4$
b) $y=y x, x y^{\prime}+y=0, y(1)=1$
c) $y=\left(2+x^{2}\right) e^{-x}, \frac{d y}{d x}+y=2 x e^{-x}, y(0)=2$
d) $y^{2}=4 \sec 2 x, \frac{d y}{d x}=y \operatorname{Tan} 2 x, y(0)=2$.
e) $y^{2}=16 x^{3} ; 2 x y^{\prime}=3 y, y(1)=4$.
f) $\operatorname{Sin} y=x ; y^{\prime}=\operatorname{Sec} y, y(0)=0$
g) $y=e^{-x} ; y^{\prime}+y=0, y(0)=1$.
h) $y=\operatorname{Tan}^{-1} x ; y^{\prime}=y\left(1+x^{2}\right), y(0)=0$
VI. Assuming the given general solution of the differential equation, find the particular solution satisfying the acditional (initial) condition.
a) $y^{\prime}+y=2 x e^{-x}, y\left(c+x^{2}\right) e^{-x}, y(-1)=3+e$
b) $x y^{\prime}=2 y, y=c x^{2}, y(1)=1$
c) $y y^{\prime}=e^{2 x}, y^{2}=e^{2 x}+c, y(0)=1$
a) $y+x y^{\prime}=x^{4}\left(y^{\prime}\right)^{2}, y=c^{2}+c / x, y(1)=0$

Key : Ord - ordinary equation, part - partial equation, 1,1 - 1st order, 1 st degree

L - Linear, $H=$ homogeneous, $N H=$ non homogeneous, $N L=$ Non
2) Ord, 1,1, L, NH
ii) Ord, 3,1, L, NH
iii) Part, 2,1, L, H
iv) Ord, 1,1, N, L
v) Part, 2,1, L H
vi) Ord, 4,1 L, H
vii) Ord, 2,1, L, H
viii) Ord, 2,1, NL
ix) Ord, 2,1, NL
x) Ord, 2,1,NL
xi) and. 1,1, NL
xii) Ord, 1,1, NL
xiii) Ord, 1,1, L, If, H
xiv) Ord, 1,1, NL
xv) Ord, 3,1, L, NH:
II. $\quad \operatorname{lep/dt}=k P, \quad k>c$
b) $m \cdot d v / d t=m u g-k \cdot v^{2}$
c) $\frac{d v}{d t}=k s, \quad 1 \ll 0$
d) $\quad \frac{d^{2} x}{d t^{2}}=y x$ $x=$ the length of the hanging chain at any moment $t$.
e) If $x$ lb is the amount of salt present in the tank at time $t$,

$$
\frac{d x}{d t}=1-\frac{x}{100}
$$

f) $\quad \frac{d A}{d t}=K A, K>0 \quad A=$ The amount at any moment $t$.
g) $\frac{d}{d t}=K\left(x_{0}-x\right), x_{0}=\begin{gathered}\text { The amount } \\ \text { initially. }\end{gathered}$ of the chemical present
h) $\frac{a x}{d t}=k x, x=$ the no. of radioactive nuclei disintegrating.

## METHODS OF SOLVING FIRST ORDER DIFFERENTIAL ELUATICHS.

In this lesson, we discuss some first order differential equations and methods of solving them. A first order equation is of the type

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{1}
\end{equation*}
$$

or the type $M d x+N d y=0$
where $M=M(x, y), N=N(x, y)$ (i.e. functions of $x, y)$
Equations with variables sevarable are of the form
$\operatorname{Mdx}+\mathrm{Nc} y=0$
Methods of where $M=M(x)=$ a function of $x$ only
solution $\quad$ where $N=N(y)=$ function of $y$ only

The solution of the equation of this type is got by direct integration of the equation
The solution of (1) is $\int M d x+(N d y=$ e.
$C$ being an arbitrary constant.
Note: (2) is the general solution of the equation (1). The solutions got from (2) by substituting particular values for l are particular solutions of the equation.

Illustrations: Solve the following problems.

1. $\left(1+x^{2}\right) d x+\left(1+y^{2}\right) d y=0$

The equation is of the type (1) where $M=1+x^{2}, N=1+y^{2}$
The solution is $\int(1+x) d x+\int\left(1+y^{2}\right) d y=C$
or $x+y 3 x^{3}!+y+y 3 y^{3}=C$
or $x^{3}+y^{3}+3(x+y)=3 C=K$ (say)
2. $\quad \frac{d^{2} y}{d x^{2}}+\frac{1+y^{2}}{\sqrt{1-x^{2}}}=0$

The equation can be reduced to an equation in which the variables are separated, by. manipulation.
Accordingly we get, $\quad \frac{d x}{\sqrt{1-x^{2}}}+\frac{d y}{1+y^{2}}=0$
Integrating

$$
\int \frac{d x}{\sqrt{1-x^{2}}}+\int \frac{d y}{1+y^{2}}=C
$$

or $\sin ^{-1} x+\tan ^{-1} y=c$ is the solution.
3. $y \log x d x+x \log y d y=0$

Rewriting the equation, $\left(\frac{\log x}{x}\right) d x+\left(\frac{\log y}{y}\right) d y=0$ Integrating $\int \frac{\log x}{x} d x+\int \log y / y d y=c$; put $\log x=1 / t$
Now $\int \frac{\log x}{x} d x=\int t d t=\frac{1}{2} t^{2}=\frac{1}{2}(\log x)^{2}$
similarly we get $\int \frac{\log y}{y} d y=\frac{1}{2}(\log y)^{2}$
Hence, $\quad \frac{1}{2}(\log x)^{2}+\frac{1}{2}(\log y)^{2}=C$
or $(\log x)^{2}+(\log y)^{2}=K$ is the solution
4. $\frac{\mathrm{dy}}{\mathrm{dx}}+\mathrm{Ky}=0$ or $\mathrm{d} y+\mathrm{Kydx}=0$
$\Longrightarrow \int \frac{d y}{y}+k \int d x=c$
$\Rightarrow \log _{e} y+k x=c \Rightarrow \log y=c-k x$
or $y=e^{c-k x}=e^{c} \cdot e^{\frac{e}{k x}}=a e^{-k x}$.
The solution is $y=a e^{-k x}$
a being the constant of integration.
Homogeneous differential equation of the type

$$
M(x, y) d x+N(x, y) d y=0 \cdots(1 B)
$$

Homogeneous expressions/functions: Homogeneous equations
Consider (1) $f(x, y)=x^{2}+x y+y^{2}$
We can virite $f(x, y)=x^{2}\left(1+y / x+(y / x)^{2}\right)$
or $f(x, y)=x f(1, y / x)$
Since $f(1, y / x)=1+1 \cdot y / x+(y / x)^{2}=1+y / x+y^{2} / x^{2}$
$f$ is a homogeneous function of degree 2 in $x$ and $y$.
2. $f(x, y)=x^{3}+3 x^{2} y+y^{3}$

$$
=x^{3}\left(1+3 y / x+(y / x)^{3}\right)=x^{3} f(1, y / x)
$$

and $f(x, y)$ is a homogeneous function of degree 3 in $x$ and $y$.
3. $\begin{aligned} f(x, y) & =x+\sqrt{x y}+y \\ & =x[1+\sqrt{y / x}+y / x]=x f(1, y / x)\end{aligned}$
so that $f(x, y)$ is a homogeneous function of degree 1 in $x$ and $y$.
4. $f(x, y)=x \sin (y / x)+y \cos (y / x)$

$$
\begin{aligned}
& =x \sin (y / x)+y \cos (y / x) \\
& =x[y / x)+(y / x) \cos (y / x)] \\
& =x f(1, y / x)
\end{aligned}
$$

$f(x, y)$ is a homogeneous function of degree 2 in $x$ and $y$.
In general, a homogeneous function of degree $n$ in $x$ and $y$,
$f(x, y)$ has the property-, $f(x, y)=x f(1, y / x)$
Putting $y=v x$ or $y / x=v$
$f(x, y)=x \quad f(1, v)$
Note: In a homogeneous function, each term is of the same degree. $f(x, y)=x^{2}+x+y+y^{2}$
is not a homogeneous function.

$$
\text { Since } \begin{aligned}
f(x, y) & =x^{2}+x+y+y^{2} \\
& =x^{2}\left(1+y / x+y / x^{2}+y^{2} / x^{2}\right)
\end{aligned}
$$

This part is not a function of $(y / x)$. Thus we cannot write $f(x, y)=x^{n} f(1, y / x)$ for any $x$.

Lefinition : $M(x, y) d x+N(x, y) d y=0$
is called a homogeneous equation of 1 st order if $M(x, y)$ and $N(x, y)$ are homogeneous functions of same degree.

If the differential equation is a homogeneous equation, then we can write the equation as

$$
\begin{aligned}
\frac{d y}{d x} & =-\frac{M(x, y)}{N(x \cdot y)}=-\frac{x^{n} M(1, y / x)}{x^{n} N(1,1 / x)}=-\frac{M(1,4 / x)}{N(1, y / x)} \\
\text { or } \quad \frac{d y}{d x} & =f(y / x) .
\end{aligned}
$$

Method of solving a homogeneous differential equation :
Given the homogeneous equation

$$
M(x, y) d x+N(x, \dot{y}) d y=0-(1)
$$

Put $y=v x$ - - (2)
$\frac{d y}{d x}=v .1+x \frac{d v}{d x}$ or $d y=v d x+x d v$
: 229 :
This substitution converts the equation ( 1 ) into an equation in $v$ and $x$ with separated variables. Then the equation $c a n$ be solver.

Illustrations: Solve the following equations.

1. $x \frac{d y}{d x}=x+y \ldots *$

By checking the coefficient function, it is easily seen that the equation is a homogeneous equation.
put $\quad y=v x \quad \therefore \quad \frac{d y}{d x}=v^{3}+x \cdot \frac{d v}{d x}$ in $*$.

$$
\begin{aligned}
& x\left(2+x \cdot \frac{d v}{d x}\right)=x+2 x \\
& 2+x \cdot \frac{d 2}{d x}=1+2 \Longrightarrow x \cdot \frac{d L^{3}}{d x}=1
\end{aligned}
$$

$$
\text { or } d v=\frac{d x}{=} \frac{d x}{x}
$$

Ci integration of the equation, we get

$$
\begin{aligned}
& v=\log x+c \\
& \text { or } y / x=\log _{e} x+c
\end{aligned}
$$

Hence $y=x\left(\log _{e} x+c\right)$ is the solution of the given differential equation.
2. $\quad \frac{d y}{d x}=\left(x^{2}+x y\right) /\left(y^{2}+x y\right) \Rightarrow\left(x y+y^{2}\right) \frac{d y}{d x}=\left(x y+x^{2}\right)$.
$x^{2}=$ a homogeneous function of degree 2 and
$x+x y+y=a$ homogeneous function of degree 2 .
Hence the equation is a homogeneous equation.
put $\quad y=v x \quad \frac{d y}{d x}=v+x \cdot \frac{d_{z}}{d x}$

$$
\begin{aligned}
& \therefore\left(v^{2} x^{2}+v^{2} x^{2}\right)\left(v+x \cdot \frac{d v}{d x}\right)=2 x^{2}+x^{2} \\
& \Rightarrow 2(1+v)\left(v+x \cdot \frac{d v}{d x}\right)=(2 \cdot 41) \\
& \Rightarrow v^{2}+2 x \cdot \frac{d v}{d x}=1 \Rightarrow 2 x \cdot \frac{d v}{d x}=1-v^{2}
\end{aligned}
$$

Separating the variables, we get $\frac{v}{1-v^{2}} d v=\frac{d x}{x}$
or. $\frac{d x}{x}+\frac{2 \cdot d v}{v^{2}-1}=0$.
$\therefore \quad \int \frac{d x}{x}+\int \frac{v^{2} d z}{v^{2}-1}=C$
or $\log x+\frac{1}{2} \log \left(v^{2}-1\right)=c$
or $2 \log x+\log \left(v^{2}-1\right)=2 c \Rightarrow \log _{e} x^{2}\left(v^{2}-1\right)=2 c$
or $y^{2}-x^{2}=k=e^{2 c}$
is the solution of the equation.
3. $x^{2} \frac{d y}{d x}=x^{2}+x y+y^{2}$

The equation is obviously a homogeneous equation.
put $y=v x \quad \therefore \quad \frac{d y}{d x}=v+x \frac{d v}{d x}$
$x^{2}\left(v+x \cdot \frac{d v}{d x}\right)=x^{2}+x^{2} v^{2}+x^{2} v^{2}$
$\Rightarrow \phi 6+x \frac{d v}{d x}=1+v^{2}+\psi$

$$
\therefore x \cdot \frac{d v}{d x}=1+v^{2} .
$$

Separating the kari abies, we get

$$
\frac{d x}{x}=\frac{d v}{1+v^{2}} \therefore \int \frac{d x}{x}=\int \frac{d v}{1+v^{2}}+c
$$

On integration
Hence the solution is $\log _{e} x=\operatorname{Tan}^{-1}(y / x)+C$
or $y=x \operatorname{Tan}\left(k+\log _{e} x\right), k$ being the constant of integration.
If the given problem is an initial value problem, then we need to find the particular solution of the differential equation which satisfies the initial condition also.
4. $x\left(1-y^{\prime}\right)+y\left(1+y^{\prime}\right)=0$

$$
\text { with } y(1)=0
$$

$y^{\prime}=\frac{x+y}{x-y}$ which is a homogeneous equation.
Putting $y=v x, y=v+x v$
$v+x v^{\prime}=\frac{x(1+v)}{x(1-v)}$
$x v^{\prime}=\frac{1+v}{1-v}-v=\frac{1+v^{2}}{1-v}$

$$
d v=\frac{d x}{x}
$$

On integrating we get

$$
\operatorname{Ian}^{-1} v-y 2 \log \left(1+v^{2}\right)=c+\log x
$$

or $\operatorname{Tan}^{-1}(y \delta x)=c+\log \left(x \sqrt{1+v^{2}}\right)$
or $\operatorname{Fan}^{-1}(y / x)=C+\log \sqrt{x^{2}+y^{2}}$ putting $x=1, y=0$ so that $C=0$. Hence the solution of the equation is $\operatorname{Tan}^{-1}(y)=\log \sqrt{x^{2}+y^{2}}$
5. $x \sin (y / x) \frac{d y}{d x}=y \sin (y / x)+x, y(1)=\pi / 2$

Putting $y=v x, \quad \frac{d y}{d x}=v+x \cdot \frac{d u}{d x}$
$\sin v\left(v+x \frac{d u}{d x}\right)=v \sin v+x$
$v \sin v+x \sin v=v \sin v+1$
$b$ in $v a v=d x / x$
On integrating we get $\log x+c=-\cos v$
Therefore, the general solution $\cos (y / x)+\log x+d=0$
Putting $x=1, y=\pi / 2, \operatorname{Cos}(\pi / 2)+\log +C=0 \quad C=0$
Hence the solution is $\operatorname{Cos}(y / x)+\log _{e} x=0$
6. $x y^{\prime}=y+2 x e^{-y / x}$ with $y(1)=0$, putting $y=v x, y^{\prime}=v+x v^{\prime}$

$$
x\left(v+x v^{\prime}\right)=v x+2 x e^{-v}
$$

$v+x v^{\prime}=v+2 e^{-v} \quad d v=2 a x / x$
On integrating we get ${ }_{e}^{\text {U1 }}=2 \log x+c$
The solution is $e^{y / x}=2 \log x+c$
Put $x=1, y=0,=1=2 \log +C \quad c=1$
$\exp (y / x)=2 \log x$ is the solution.
7. $\left(y+x^{2}+y^{2}\right)-x y^{i}=0, y(1)=0$

Ihe equation being homogeneous, put $y=v x, y^{\prime}=v+x v^{\prime}$

$$
\begin{gathered}
v x+\sqrt{\left.x^{2}+v x^{2}\right)}-x\left(v+x v^{\prime}\right)=0 \\
y^{\prime}+\sqrt{1+v^{2}}-y^{2}-x v^{\prime}=0 \\
\Rightarrow \sqrt{1+v^{2}}=\frac{d x}{2 x}
\end{gathered}
$$

On integrating, $\sin h^{-1} v=C+\log x$
Or $\sinh (y / x)=c+\log x$
Putting $x=1, y=0, \sin \bar{h}^{\mid}(0)=C+\log \mid \therefore C=0$
The solution of the initial value problem is
$\sin h^{-1}(y / x)=\log _{e} x$
or $y=x \sinh \left(\log _{e} x\right)$
8. $(x \operatorname{Ian}(y / x)+y)=x \frac{d y}{d x} \quad y(1)=\pi / 2$

Putting $y=v x, y^{\prime}=v+x v^{\prime}$
$x \operatorname{Tan} v+v x=x\left(v+x v^{\prime}\right)$
Tan $v+v=v+x u^{\prime}$
Separating the variables,
$d x / x=(\cos v / s i n v) d v$
On integrating $\log x=C+l o g \sin v$
or $\log x=C+\log \sin (y / x)$
Putting $x=1, y=\pi / 2$, we get $C=0$
The solution of the initial problem is
$\log x=\log \sin (y / x)$
or $y=x \sin ^{-1} x$
Equations reducible to homogeneous equations :

1. $\quad \frac{d y}{d x}=\frac{a_{1} x+b_{1} y+c_{1}}{a_{2} x+b_{2} y+c_{2}}, \quad a_{1} b_{2} \neq a_{2} b_{1}$

In this case, put $x=X+h, h=Y+K$ and
choose ( $h, k$ ) such that $a h+b k+c=0$
$a h+b k+c=0$
With $t$ he substitutions, the equation becomes $\frac{d y}{d x}=\frac{a_{1} x+b_{1} y}{a_{2} x+b_{2} y}$

This equation is homogeneous and can be solved by putting $Y=v X$. An illustration:

$$
\begin{aligned}
& \frac{d y}{d x}=\frac{x+y-5}{x-y+1} \\
& \text { Fut } x=x-h, y=y+k \\
& \text { such that } h+k-5=0 \\
& h-k+1=0
\end{aligned}
$$

$$
\frac{d y}{d x}=\frac{X}{X}-Y Y \quad \text { Solving } h=2,1=3 \text {, }
$$

$$
\text { Hence, } x=x+2
$$

Fut $Y=v x, \quad \frac{d y}{d x}=v+x \frac{d u}{d x}$

$$
y=Y+3
$$

$\frac{d y}{d x}=2 \cdot-x \cdot \frac{d y}{d x}$ so that $\quad 20+x \cdot \frac{d 25}{d x}=\frac{x+20 x}{x-2 \cdot x}=\frac{1+20}{1-2}$
$\therefore x \cdot \frac{d v}{d x}=\frac{1+v}{1-v}-v^{0}=\frac{1+v^{2}}{1-v^{2}} \Rightarrow \frac{d x}{x}=\left(\frac{1-v}{1+v^{2}}\right) d v$
On separating the variables, we get

$$
\frac{d x}{x}=\left(\frac{1-v}{1+v^{2}}\right) d v \Rightarrow \int \frac{d x}{x}=\int \frac{1-v}{1+v^{2}} d v=\int \frac{d v}{1+v^{2}}-\int \frac{v d v}{1+v^{2}}
$$

Integrating $\log x=\operatorname{Tan}^{-1} v-y 2 \log \left(1+v^{2}\right)+c$
$\log x+\log \sqrt{1+v^{2}}=\operatorname{Tan}^{-1} v+c$
i.e. $\log \sqrt{x^{2}+y^{2}}=\operatorname{Tan}^{-1}(y / x)+C$

The solution is $\log \sqrt{(x-2)^{2}+(y-3)^{2}}=\tan ^{-1}\left(\frac{y-3}{x-2}\right)+c$
2. $\frac{d y}{d x}=\frac{a_{1} x+b_{1} y+c_{1}}{a_{2} x+b_{2} y+c_{2}}, \quad a_{1} b_{2}-a_{2} b_{1}=0$

$$
a_{p} b_{2}=a_{2} b_{1} \Rightarrow \frac{a_{1}}{a_{2}}=\frac{a_{1}}{b_{2}}=\frac{1}{k}(s a y)
$$

$\therefore a_{2}=k a_{1}, \quad b_{2}=k b_{1}$
$\therefore \frac{a_{1} x+b_{1} y+c_{1}}{a_{2} x+b_{2} y+c_{2}}=\frac{a_{1} x+b_{1} y+c_{1}}{k\left(a_{1} x+b_{1} y\right)+c_{2}}$
$=\frac{1}{k}\left(\frac{a_{1} x+h_{1} y+c_{1}}{a_{2} x+h_{2} y+c_{2} / k}\right)=\frac{1}{k}\left(\frac{a_{1} x+b_{1} y+c_{1}}{a_{1} x+b_{1} y+c_{3}}\right)$
where $C_{3}=C_{2} / K$.
Note: $\left(a_{2} x+b_{2} y\right)$ is $\left(a_{1} x+b_{1} y\right)$ for some $\infty$ nstant. Substituting $z=a_{1} x+b_{1} y$ the equation can be solved.
ILLustration : $\frac{d y}{d x}=\frac{x+y+4}{2 x+2 y-5}$, pest $x+y=z$

$$
\begin{aligned}
& \frac{d z-1}{d x}=\frac{z+4}{2 z-5} \Rightarrow d x=\left(\frac{2 z-5}{3 z-1}\right) d z \\
& \text { ie, } \frac{d z}{d x}=\left(A+\frac{B}{3 z-1}\right) d z
\end{aligned}
$$

WHERE,$\frac{2 z-5}{3 z-1}=A+\frac{B}{3 z-1}$
so that $2 z-5=A(3 z-1)+B$
Put $z=0,-A+B=-5, A=2 / 3$
Put $z=1,2 A+B=-3, B=-13 / 3$
$\therefore d x=\int\left(A+\frac{B}{3 z-1}\right) d z \Rightarrow x+C=A z+\frac{B}{3} \log (3 z-1)$
Integrating, $x+c=A z+\frac{B}{3} \log (3 z-1)$
$x+C=A(x+y)+\frac{B}{3} \log (3 x+3 y-1)$
$x+C=2 / 3(x+y)-13 / 9 \log (3 x+3 y-1)$
The solution is $9 x+k=6(x+y)-13 \log (3 x+3 y-1)$
or $(3 x-6 y)+13 \log (3 x+3 y-1)+k=0$.
First order Linear Equations:
Type : $d y / d x+p y=Q$
where $p=P(x), \psi=U(x)$
(ie. $P, G$ are functions of $x$ only).

Let $\mu=\mu(x)$ be a function such that (1) becomes an exact* differential equation on multiplication by •

Multiplying (1) by $\mu$
(1) becomes $\mu \frac{d y}{d x}+\mu P y=\mu Q$
or $\quad \mu d y+\mu p y d x=\mu \operatorname{Qd} d x \ldots(2)$
By definition of exact equation,
the L.H.S. of the equation (2) can be written as

$$
d(\phi)=(\mu p y) d x+\mu d y \ldots(3)
$$

By the chain rule,
Hence, $\frac{\partial む}{\partial x} d x+\frac{\partial d}{\partial y} d y=(\mu p y) d x+\mu d y$

$$
\begin{align*}
& \frac{\partial \phi}{\partial x}=\mu p y, \frac{\partial \phi}{\partial y}=\mu \cdots(4)  \tag{5}\\
& \frac{\partial^{2}}{y \partial x}=\frac{\partial}{\partial y}(\mu p y), \frac{\partial^{2}}{\partial x \partial y}=\frac{\partial \mu}{\partial x}
\end{align*}
$$

since $\frac{\partial^{2} \phi}{\partial y \partial x}=\frac{\partial^{2} \phi}{\partial x \partial y}, \frac{\partial}{\partial y}(\mu p y)=\frac{\partial \mu}{\partial x}$
since $\mu=\mu(x), \quad \frac{\partial \mu}{\partial x}=\frac{d \mu}{d x}$
(5) becomes $\mu \rho \cdot 1+y \frac{\partial(\mu \rho)}{\partial y}=\frac{d \mu}{d x}$

Since $p$ is a function of $x$ only $\frac{\partial}{\partial y}(\mu p)=0$.
$\therefore \frac{d \mu}{d x}=\mu p$
On integration we get $\mu=e^{\int F d x} \ldots(6)$
From (2) and (3) $d \phi=\mu c d x$

[^0]Integrating the second equation : $\frac{\partial \phi}{\partial y}=\mu$ w.r.t y

$$
\begin{aligned}
& \phi=\mu y \\
& d \phi=d(\mu y)=\mu t d x \\
& \text { integrating } \mu y=c+\int \mu s d x \\
& \text { but } \mu=\exp \left(\int P d x\right)
\end{aligned}
$$

Hence, $\quad y=e^{-\int P d x}\left[C+\int Q e^{\iint d x} d x\right] \cdots(7)$
in the solution of (1).
Working Rule: Given (1)
i) identify $F$ and $Q$.
ii) compute $\int$ Pdx $\quad \int p d x$
iii) compute $\exp \int p d x=e$
iv) compute $\int Q e^{\int P d x} d x$
v) Fit in (7) to get the solution

A particular case of (1) is got when $f$ is a constant. The equation (1)
is then called a first order linear equation with constant coefficients.
Then, $\quad \int p d x=p x$

$$
e^{\int p d x}=e^{p x}
$$

The formula (7) becomes $y=e^{-P_{x}}\left[\bar{C}+\int Q e_{e}^{P_{y}} d x\right] \cdots(8)$

Illustrations: Solve the following equations ;

1. $d y / d x+2 y=4 x$

Here, $P=2, Q=4 x$

$$
\begin{aligned}
& e^{p_{x}}=e^{2 x}=\int 4 x e^{2 x} d x=4\left[\frac{1}{2} x e^{2 x}-\frac{1}{2} \int e^{2 x} d x\right] \\
& \int Q e^{x} d x=2\left[x e^{2 x}-\frac{1}{2} e^{2 x}\right]=(2 x-1) e^{2 x} \\
& =2[
\end{aligned}
$$

The solution $y e^{2 x}=c+(2 x-1) e^{2 x}$
or $y=c e^{-2 x}+(2 x-1)$
2. $y^{\prime}+y=\cos x$

Here $P=1, Q=\cos x \quad, \quad, e^{f_{x}}=e^{x}$

$$
\int Q e^{\int x} d x=\int e^{x} \cos x d x
$$

Let $I=\int e^{x} \cos x d x$
Then $I=e^{x} \sin x-\int e^{x} \sin x d x$ (Integrating by parts).

$$
=e^{x} \sin x-\left[e^{x}(-\cos x)+\int e^{x} \cos x d x\right]
$$

$$
=e^{x} \sin x+e^{x} \cos x-I
$$

or $I=e^{x}(\sin x+\cos x)-I$

$$
2 I=e^{x}(\cos x+\sin x)
$$

$$
I=\int e^{x} \cos x d x=y 2 e^{x}(\cos x+\sin x)
$$

The solution is $y e=c+y 2 e^{x}(\cos x+\sin x)$ or

$$
y=c e^{-x}+y 2(\sin x+\cos x)
$$

3. $y^{\prime}-y=1$
$P=-1, Q=1 P_{x} d x=\int 1 \cdot e^{-x} d x=-e^{-x}$
$=e^{-x}, \quad \int Q e^{2} d x=$
The solution is $y \quad e^{-x}=c-e^{-x}$
or $y+1=c e^{x}$
4. $y^{\prime}+2 y=6 e^{x}, \quad p=2, u=6 e^{x} e^{f x}=e^{2 x}$

$$
\begin{aligned}
& \text { 4. } y+2 y=6 e^{x}, \quad P=2, u=6 e^{x} e^{p}=e^{2 x} \\
& \therefore \quad \int Q e^{3 x} d x=\int 6 e^{x} e^{2 x} d x=6 \int e^{3 x} d x \\
& \therefore \quad \int Q e^{\prime x} d x=2 e^{3 x}
\end{aligned}
$$

The solution is $y e^{2 x}=c+2 e^{2 x}$ or $y=c e^{-2 x}+2 e^{x}$
5. $(1+\cos x) d y / d x=(1-\cos x)$

$$
d y / d x=\frac{1-\cos x}{1+\cos x}=\tan ^{2}(x / 2)
$$

or $d y=\operatorname{Tan}^{2}(x / 2) d x=\left(\sec ^{2}(x / 2)-1\right) d x$
Integrating $y=C+\int\left(\sec ^{2}(x / 2)-1\right) d x$

$$
y=C+2 \operatorname{Tan}(x / 2)-x
$$

is the solution of the equation.

$$
\begin{aligned}
& \text { : } 238 \text { : } \\
& \text { 6. }\left(y-x \cdot \frac{d y}{d x}\right)=a\left(y^{2}+\frac{d y}{d x}\right) \\
& \Rightarrow \quad y-x \cdot \frac{d y}{d x}=u y^{2}+a \cdot \frac{d y}{d} \\
& \Rightarrow\left(y-a y^{2}\right)^{d x}=(x+a) \frac{d y^{d x}}{d x} \\
& \Rightarrow \frac{d x}{a+x}=\frac{d y}{y-a y^{2}} \\
& \therefore \int \frac{d x}{a+x}+c=\int\left(\frac{1}{y}+\frac{a}{1-a y}\right) d y \\
& \frac{1}{y-a y^{2}}=\frac{1}{y(1-a y} \\
& =\frac{1}{4}+\frac{a}{i-a y} \\
& \text { or } \log (a+x)+c=\log y-\log (1-a y) \\
& \text { or } \log \left(\frac{y}{1-a y}\right)=\log (a+x)+c=\log (a+x)+\log k \\
& \text { or } \log \left(\frac{y}{k-(a y)}\right)=\log [k(a+x)] \\
& \text { or } y=K(a+x)(1-a y) \\
& \text { is the solution. }
\end{aligned}
$$

7. $2 x y^{\prime}=3 y, y(1)=4$.

$$
2 x \frac{d y}{d x}=3 y \Rightarrow 2 \frac{d y}{y}=3 \frac{d x}{x}
$$

$2 \log y=3 \log x+\log C$

$$
y^{2}=c x^{3} \text { put } x=1, y=4, c=16
$$

The particular solution satisfying $y(1)=4$, is $y^{2}=16 x^{3}$
8. $y^{\prime}=2 e^{2} y^{3} y(0)=y_{2}$

$$
\begin{aligned}
& \Rightarrow \frac{d y}{y^{3}}=2 e^{x} d x \Rightarrow \int \frac{d y}{y^{3}}=2 \int e^{x} d x+C \\
& \Rightarrow-\frac{1}{2} y^{-2}=C+2 e^{x}
\end{aligned}
$$

Put $x=0 \quad y=y 2,-y 2$

$$
\begin{aligned}
& -y 2(y 2)^{-2}=c+2 e^{0}=c+2 \\
& \text { i.e. } c+2=-y 2 \times 2^{2}=-2 \text { or } c=-4
\end{aligned}
$$

The particular solution required is $-\frac{1}{2} y^{2}=2 e^{x}-4$

$$
\text { or } \because y^{2}=\frac{1}{8-4 e^{x}}
$$

9. $\frac{d y}{d x}=x e^{x} \quad y(1)=3$

$$
d y=x e^{z} d x
$$

$\int d y=c+\int_{x} x e^{x} d x$
$C+\left(x e^{x}-\int e^{x} 1 \cdot d x=c+(x-1) e^{x}\right.$
or $y=C+(x-1) e^{x}$
Putting $x=1, y=3,3=C+0 \Rightarrow C=3$
$y=3+(x-1) e^{x}$ is the solution of the initial value problem.
10. $\frac{d y}{d x}+x e^{x^{2}-y}=0, \quad y(0)=0$
$e^{y} d y+x e^{x^{2}-y} d x=0$
$\int e^{y} d y+\int x x_{2} e^{x^{2}} d x=c$
$e^{y}+y 2 e^{x^{2}}=c$
Put $x=0, y=0,1+y 2.1=C$ or $C=3 / 2$
The solution of the initial problem is $2 e^{4}+e^{x^{2}}=3$
Equations reducible to the form: $\quad Y^{\prime}+p y=Q$, where $P=P(x), Q=Q(x)$.
Bernoulli's equation: $\frac{d y}{d x}+p y=Q y \ldots$ (1)
dividing the equation by $y^{n}$

$$
\frac{1}{y^{n}} \frac{d y}{d x}+P \frac{y}{y^{n}}=Q
$$

$$
\Rightarrow \frac{1}{y^{n}} \frac{d y}{d x}+f\left(\frac{1}{y^{n-1}}\right)=Q
$$

put $Y=\frac{y^{n}}{y^{n-1}} \cdots(2) \quad \therefore \quad-(n-1) \frac{d y}{d x}=\frac{d y}{d x}$
then, on substitution, the given equation becomes

$$
-\frac{d y}{d x}-(n-1) Y: P=-Q(n-1)-\cdots(3)
$$

Put $P_{1}=-(n-1) P, \quad Q_{1}=-(n-1) Q$
Clearly, $P_{1}=P_{1}(x), U_{1}=Q_{1}(x)$ and (3) becomes

$$
\frac{d y}{d x}+P_{1} Y=Q_{1}-(4)
$$

This equation can be solved since it is an equation of the form

$$
\frac{d y}{d x}+P Y=Q \text {. }
$$

1. Solve: $\frac{c v}{c x}+y x=x / y$
$\Rightarrow \dot{y} \frac{d y}{d x}+y^{2} x=x$
put $y^{2}=y \quad 2 y \frac{d y}{d x}=\frac{d y}{d x}$

I he equation becomes

$$
y 2 d y / d x+x y=x
$$

or $d y / d x+2 x y=2 x$
Comparing it with $d y / d x+p y=Q$,
$P=2 x \int P d x=x^{2}, L=2 x$
$\int Q e^{P d x}=\int e^{x^{2}}, \quad 2 x d x=e^{x^{2}}$
The solution_ is $y e^{x^{2}}=c+e^{x^{2}}$
or $y=c e^{-x^{2}}+1$
Since $y=y^{2}$, the solution is $y^{2}=c e^{-x^{2}}+1$.
2. Solve: $x y^{\prime}+y=x^{4} y^{3}$

Lividing by $x y^{3}, \frac{1}{y^{3}} y^{1}+\frac{1}{x y^{2}}=x^{3}$
put $y=\frac{1}{y^{2}} \frac{d y}{d x}=-\frac{2}{y^{3}} y^{\prime}$ or $\frac{1}{y^{3}} y^{\prime}=-\frac{1}{2} \frac{d y}{d x}$
The equation becomes, $\quad-\frac{1}{2} \frac{d y}{d x}+\frac{Y}{x}=x^{3}$
or $\frac{d y}{d x}-\left(\frac{2}{x}\right) y=-2 x^{3}$
Comparing this equation with $\frac{d y}{d x}+P y=Q$
$P=-2 / x, Q=-2 x^{3}$
$P=-2 / x, Q=-2 x$
$\int R d x=-2 \log _{e} x=\log _{e}\left(y x^{2}\right) \therefore \quad \int_{e}^{\int P d x}=y x^{2}$
The solution is $Y e^{\int P d x}=C+\int Q \quad e^{\int p d x} d x$

$$
\int Q e^{P d x} d x=\int_{2}^{3}-2 x^{3} \cdot y x^{2} d x=-x^{2}
$$

Therefore, $Y \cdot y x^{2}=C-x^{2}$
or $y=x^{2}\left(c-x^{2}\right)$
or $y y^{2}=x^{2}\left(c-x^{2}\right)$ is the solution or $. . y^{2}=\frac{1}{x^{2}\left(c-x^{2}\right)}$
3. Solve $\left(e^{y}-2 x y\right) y^{1}=y^{2}$

Here it is necessary to treat $x$ as the dependent $v a r i a b l e$ and $y$ as tr.. depencent variable.
Noting $y^{\prime}=d y / d x=\frac{1}{d y / d y}$
The equation becomes $\left(e^{y}-2 x y\right) /\left(\frac{d x}{d y}\right)=y^{2}$

$$
e^{y}-2 x y=y^{2} \quad \frac{d x}{d y}
$$

Here $P=f(y)=2 / y, \quad \alpha=\psi(y)=e^{Y} / y$
$\int F d y=\int 2 / y d y=2 \log y$
$\quad \iint \operatorname{PCx}=y^{2}$
$\therefore \int a e^{\int i d y} d y=\int e^{y} / y^{2} \cdot y^{2} d y=e^{y}$
The solution is $x e^{\int P d y}=C * \int Q e^{\text {Fay }} d y$
The solution is $x y^{2}=C+e^{y}$
4. Solve the initial value problem :

$$
\frac{d v}{d x}+y=x y^{3}, \quad y(0)=\sqrt{2}
$$

$\Rightarrow \frac{1}{y^{3}} \frac{d y}{d x}+\frac{1}{y^{2}}=x$
fut $y y^{2}=Y$
$d y / d x-2 y=-2 x$

$$
\begin{aligned}
& P=-2, Q=-2 x \\
& \int P d x=-2 x \quad e^{\int P d x}=e^{-2 x} \\
& \int Q e^{P d x} d x=\int-2 x e^{-2 x} d x \\
& \quad=-2\left[x\left(\frac{e^{-2 x}}{-2}\right)-\int \frac{e^{-2 x}}{x} \cdot 1 d x\right] \\
& \quad=x e^{-2 x}+\frac{1}{2} e^{-2 x}=\left(x+\frac{1}{2}\right) e^{-2 x}
\end{aligned}
$$

The solution is $Y e^{-2 x}=C+(x+y 2) e^{-2 x}$ or $y y^{2}=x+i y^{2}+c e^{+2 x}$.

Using the initial condition
$y(0)=\sqrt{2}$
$y 2=y 2+c \quad c=0$
The solution is $y y^{2}=x+y 2$
5. $\cos y \frac{d y}{d x}+\frac{\sin y}{x}=1$
put $\sin y=y \quad \cos y \frac{d y}{d x}=\frac{d y}{d x}$
$\frac{d y}{d x}+\frac{y}{x}=1$
$F(x)=y x, h(x)=1$
$\int f(x) d x=\log _{e} x \Rightarrow \int e^{f(x) d x}=x$
$\int h e^{P(x) d x}=\int 1 \cdot x d x=y 2 x^{2}$
Hence the solution is $Y=e^{-\int p(x)} d x\left[C+\int \psi e^{p(x)} d x\right]$
or $\sin y=y x\left(c+y 2 x^{2}\right)$
or $\sin y=c / x+x / 2$
6. $(y+1) d y / d x+\left(y^{2}+2 y\right) x=x$

Put $y^{2}+2 i=y$
$(2 y+2) d y / d x=d y / d x$ Using these in the given die.
$y 2 d y / d x+y x=x$
or $\frac{d y}{d x}+(2 x) Y=2 x$
$F^{\prime}=2 x, \quad U=2 x$
$e \int(x) d x=e^{x^{2}}$
$\int u e^{P(x)} d x=\int 2 x e^{x^{2}} d x=e^{x^{2}}$
Hence the solution is $Y=e^{-\int p(x)} d x\left[C+\int e^{\int p(x) d x}\right]$
i.e. $\left(y^{2}+2 y\right)=e^{-x^{2}}\left(c+e^{x^{2}}\right)$
or $y^{2}+2 y=c e^{-x^{2}}+1$

Iheoretical $P=0 b 1 e n s$ on linear first order eguations :

1. If $f$ and $g$ aze $t: \because 0$ solutions of $d y / d x+p y \underset{\rightarrow-(1)}{=} 0_{1}$ (then $c_{1} f+c_{2}$ is also a solution of the equation for any arbitrary constants $c_{1}$ and $c_{2}$. Frouf $: \mathrm{f}$ is a solution. $\Rightarrow \mathrm{df} / \mathrm{dx}+\mathrm{p} . \mathrm{f}=0=0 \quad{ }^{\times} \mathrm{C}_{1}$ $g$ is a solution $\Rightarrow \mathrm{dg} / \mathrm{d} x+p \cdot g \cdot=0 \quad \times c_{2}$

$$
c_{1} \frac{d f}{d x}+c_{2} \cdot \frac{d z}{d x}+p\left(c_{1} f+c_{2} g\right)=0
$$

or $d / d x\left(c_{1} f+c_{2} g\right)+p\left(c_{1} f+c_{2} g\right)=0$
bence $c_{1} f+c_{2}$ is also a solution of $d y / d x+p y=0$.
Note : The result can be extended. Accordingly, for any solution, f, $g, h, \ldots$ of the ecuatiun, $c_{1} f+c_{2} g+c_{3} h+\ldots$ is also a solution of the equaticn for any arbitrary constants $c_{1}, c_{2}, c_{3}, \ldots$
2. Consider, the cifferential equation $d y / d x+p y=0$ where $P=P(x)$. Show that
a) $f(x) \equiv 0 f$ or $11 x$ is a solution of the equation.
b) if $f(x)$ is a solution of the equation such that $f\left(x_{0}\right)=0$ for some value $x=x_{0}$, then $f(x)=0$ for all $x$.
c) if $f$ and $g$ Ere sclutions such that $f\left(x_{0}\right)=g\left(x_{0}\right)$ for some $x=x_{0}$, then $f(x) \equiv g(x)$ for all $x$.
Note: The solution $f(I) \equiv 0$ of the equation (1) is called the zero solution or trivial sclution. Any other solution than this is called a non zero or non trivial solutionf(1).
a) Putting $y=0$ in the equation, the equation is satisfied. Hence $f(x)=0$ is a solution of the equation.
b) consider $d y / d x+p y=0$

Separating the variables, $d y / y+P(x) d x=0$
Integrating the equation, we get $y=c e^{\int P(x) d x}$
is the general soluticn (i.e. all solutions are of this form). Let $f(x)$ be a solution. Then for some $c, f(x)=c e^{\int P(x) d x}$.
Let $f\left(x_{0}\right)=0$ for some $x=x_{0}$, then putting $x=x_{0}$
$f\left(x_{0}\right)=c e^{\int p(x) d x}=0 \Rightarrow c=0$
Then $f(x) \equiv 0$ for all $x$.
c) Let $f(x), g(x)$ be two solutions such that $f\left(x_{0}\right)=g\left(x_{0}\right)$. Then $f(x)=c_{1} e^{\int P(x) d x}$

$$
\begin{aligned}
& g(x)=c_{2} e^{f(p(x) d x} \\
& f\left(x_{0}\right)=g\left(x_{0}\right)
\end{aligned}
$$

$\Rightarrow f(x)-g(x)=0$. niso $f(x)-g(x)$ is also a solution of the equation.
Hence from $(b), f(x)-g(x) \equiv 0$ for all $x$ $f(x) \equiv g(x)$ for all $x$.
3. Let $f_{1}(x)$ be a solution of $\frac{d y}{d x}+P(x) y=Q_{1}(x)$
and $f_{2}(x)$ be a solution of $\frac{d y}{d x}+P(x) y=U_{2}(x)$
Then prove that $f_{1}(x)+f_{2}(x)$ is a solution of

$$
\begin{equation*}
\frac{d y}{d x}+P(x) y=Q_{1}(-x)+Q_{2}(x) \tag{3}
\end{equation*}
$$

bince $f_{1}(x)$ and $f_{2}(x)$ are solutions of the differential
equations (1) and (2) respectively.

$$
\begin{aligned}
& \frac{d f_{1}}{d x}+p(x) f_{1}=u_{1}(x) \\
& \frac{d f_{2}}{d x}+p(x) f_{2}=\psi_{<}(x)
\end{aligned}
$$

Adding: $d / d x\left(f_{1}+f_{2}\right)+P(x)\left(f_{1}+f_{2}\right)=Q_{1}(x)+Q_{2}(x)$ which shows that $f_{1}(x)+f_{2}(x)$ is a solution of the differential equation (3).

## A Uniqueness Theorem :

4. If $P(x)$ and $Q(x)$ are continuous functions of $x$, then show that $d y / d x+p(x) y=Q(x)$.
has a unique solution $y(x)$ satisfying the initial condition. $y\left(x_{0}\right)=y_{0}$
Let $y_{1}(x)$ and $y_{2}(x)$ be two solutions of the initial value problem $d y / d x+p(x) y=u(x)$

$$
y\left(x_{0}\right)=y_{0}
$$

Then $y_{1}(x)-y_{2}(x)$ is a solution of $d y / d x+p(x)=0$
Also, $y_{1}\left(x_{0}\right)-y_{2}\left(x_{0}\right)=y_{0} Z y_{0}=0$

Hence, $y_{1}(x)-y_{2}(x)$ is a solution of the homogeneous equation $d y / d x+f(x) y=0$ satisfying the condition $y_{1}\left(x_{0}\right)-y_{2}\left(x_{0}\right)=0$. Hence, $y_{1}(x)-y_{2}(x) \equiv 0$ (i.e. for all $x$ )

$$
y_{1}(x) \equiv y_{2}(x) \text { for all }
$$

Hence the solution is unique.

## Assianment and Self Test :

1. Solve the differential equations.
a) $(x-4) y^{4} d x-\left(y^{2}-3\right) x^{3} d y=0$
b) $x \sin y d x+\left(x^{2}+1\right) \cos y d y=0$
c) $4 x y+\left(x^{2}+1\right) y^{1}=0$
d) $\left(e^{y}+1\right) \cos x+e^{y}(\sin x+1) \frac{d y}{d x}=0$
e) $\operatorname{Tan} \theta d r+2 r d r=0$
f) $(x+y) d x-x d y=0$
g) $\left(2 x y+3 y^{2}\right)-\left(2 x y+x^{2} y^{1}=0\right.$
h) $\left(x^{2}-2 y^{2}\right)+x y y^{1}=0$
i) $x^{2} \frac{d y}{d x}=3\left(x^{2}+y^{2}\right) \operatorname{Tan}^{-1}(y / x)+x y$
j) $\left(x y^{1}-y\right) \sin (y / x)=x$
k) $x y^{1}=y+2 x e^{-y / x}$
1) $(x \operatorname{Tan}(y / x)+y) d x-x y=0$
2. Solve the Iritial Value Problem
a) $(y+2) d x+y(x+u) d y=0, y(-3)=-1$
b) $\left(x^{2}+3 y^{2}\right) d x-2 x y d y=0, \quad y(2)=6$
c) $(2 x-5 y) d x+(4 x-y) d y=0, y(1)=4$
d) $(3 x+8)\left(y^{2}+4\right) d x-4 y\left(x^{2}+5 x+6\right) d y=0, y(1)=2$
e) $\left(3 x^{2}+9 x y+5 y^{2}\right)-\left(6 x^{2}+4 x y\right) \frac{d y}{d x}=0, y(2)=-6$.
3. Solve :
a) $(x+2 y-3) \frac{d y}{d x}+(2 x-y-1)=0$
b) $(x+y-1) d x+(2 x-y-8) d y=0$
c) $(x+y) \frac{d y}{d x}+(2+y-x)=0$
d) $(x+y+1) d y+(2-x-y) d x=0$
e) $(x+2 y+3) \frac{d y}{d x}+(2 x+4 y+3)=0$
4. Solve :
a) $\frac{d y}{c x}+\frac{3 y}{x}=6 x^{2}$
b) $x \frac{4 d y}{c x}+2 x^{3} y=1$
c) $\frac{d y}{d x}+3 y=3 x^{2} e^{-3 x}$
d) $\frac{d y}{d x}+4 x y=8 x$
e) $\frac{d x}{c t} \quad \frac{x}{t^{2}}=\frac{1}{t^{2}}$
f) $\left(u^{2}+1\right) \frac{d u}{d u}+4 u v=34$
g) $x \cdot \frac{d y}{d x}+\frac{2 x+1}{x+1} y=x-1$
n) $\left(x^{2}+x-2\right) \frac{d y}{d x}+3(x+1) y=(x-1)$
i) $\frac{d r}{d \varepsilon}+\pi \operatorname{Tan} \theta=\operatorname{Cos} \theta$
j) $\frac{d y}{d x}-\frac{y}{x}+\frac{y^{2}}{x}=0$
k) $x \frac{d y}{d x}+y+2 x^{6} y^{4}=0$
1) $\frac{d y}{d x}+x\left(4 y-\frac{1}{6} / y^{3}\right)=0$
m) $\frac{d x}{d t}+\left(\frac{t-1}{2 t}\right) x=\frac{t+1}{x t}$
n) $x \frac{d y}{d x}-2 y=2 x^{4}, y(2)=8$
2) $\frac{d y}{d x}+3 x^{2} y=x^{2}, y(0)=2$
p) $\frac{d y}{d x}+\frac{y}{2 x}=\frac{x}{y^{3}}, y(i)=2$
q) $x \frac{d y}{d x}+y=(x y)^{3 / 2}, y(1)=4$
I) $\frac{d y}{d x}+y=f(x)$, when $f(x)= \begin{cases}2, & 0 \leq x<1 \\ & y(0)=0\end{cases}$
s) $(x+2) \frac{d y}{d x}+y=f(x)$ when $f(x)=\left\{\begin{array}{c}2 x, 0 \leq x<2 \\ 4(0)=\left\{\begin{array}{c}x \geqslant 2\end{array}, ~\right.\end{array}\right.$

## AUWLICATICNG CF FIRST CRUER ECUATIONS

Geometrical Applications - orthogonal Trajectories
Given a first order equation

$$
\begin{equation*}
\frac{d y}{d x}=f(x, y) \tag{1}
\end{equation*}
$$

the general sulution of (1) is given by

$$
F(x, y, c)=0 \quad-\quad-(2)
$$

c being an arbitrary constant.
(2) represents a family of curves (a one-Parameter family) in the $x$ y plane.
(1) gives the slope of a curve of the family at $(x, y)$.

Lefinition : Given a $C_{1}$-family of curves, a $C_{2}$-family of curves is called an orthoconal family of curves to $C_{2}$ if each curve of $C_{2}$ cuts every curve of $C_{1}$ orthogonally (i.e. at right angles).
Note : Since orthogonality (i.e. Perpendicularity) is a symmetric relation, if $C_{2}-f a m i l y$ is orthogonal to $C_{1}$ - family, then $C_{1}-f a m i l y$ is orthogonal to $C_{2}$ - family.
Given the family of curves $C_{1}$ by the differential equation ( 1 ), the orthogonal trajectories to $C_{1}$ are got by

$$
\frac{d y}{d x}=-\frac{1}{f(x, y)}--(3)
$$

(Recall that fcr two curves to be orthogonal, the product of slopes=-1).
Procedure for finding the orthogonal trajectories of a given family
of curves:
Step 1 : From the equation (given) $F(x, y, c)=0(1)$ of the given family of curves, find the differential equation of the farily: $\frac{d y}{d x}=f(x, y)$ (ii) Step 2 : Replace in $(i i), f(x, y)$ by $-1 / f(x, y)$ to get $\frac{d y}{d x}=-1 f(x, y)$ This is the differential equation of the orthogonal trajectories of (1).

Step 3 : Solve the equation (iii) to get the equation of the family of orthogonal trajectories - a one - parameter family of curves

$$
\begin{equation*}
G(x, y, c)=0 \tag{iv}
\end{equation*}
$$

Caution : In step 1, in finding the equation (ii) be sure of eliminating C.

## Illustrution:

1. Obtain the orthogonal trajectories of the family of circlles:
$x^{2}+y^{2}=c^{2} \ldots$
(1) Iepresents the family of concentric circles centred at the origin. Uiffer-ntiating (1) we get

$$
2 x+2 y \frac{d y}{d x}=0
$$

$$
\text { or } \frac{d y}{d x}=-\frac{x}{y} \quad \cdots(2)
$$

changing $-x / y$ by $-(-1 / x / 4)=y / x$
The orthogonal trajectories of (1) are given by

$$
\begin{equation*}
-\frac{d y}{d x}=\frac{y}{x} \tag{3}
\end{equation*}
$$

Separating the variables in (3) and integrating (3) we get $y=c x$. (4) This is the family of radiating lines from the origin.

(2). Find the orthogonal trăjectories of the family of Parabola $Y=C X^{2} \cdots(1)$
Lifferentiating $\frac{d y}{d x}=2 c x$
Eliminating $c, \frac{d y}{d x}=2 y / x \quad \ldots(2)$
The orthogonal trajecto:ies are given by

$$
\begin{aligned}
& \qquad d y / d x=-\frac{x}{2 y} \cdots(3) \Longrightarrow x d x+2 y d y=0 \\
& \text { Integrating this equation }
\end{aligned}
$$

$$
\begin{equation*}
2 y^{2}+x^{2}=\text { constant or } \quad x^{2}+2 y^{2}=c^{2} \tag{4}
\end{equation*}
$$

which are ellipses.
(3) Find the orthogonal trajectories of the curves given $y^{2}=2 c x+c^{2}$
Consider $Y^{2}=2 C x+c^{2}-(1)$

Substituting for $C$ in (1)

$$
\begin{align*}
& y^{2}=2\left(y y^{1}\right) x+y^{2} y^{1} \\
& y^{2}=2 x y y^{1}+y^{2} y^{2} \tag{2}
\end{align*}
$$

Replacing $y^{\prime}$ by $-\frac{1}{y^{\prime}}$
We get $y^{2}=\frac{-2 x y}{y^{1}}+\frac{y^{2}}{y^{12}}$
$y^{2} y^{1}+2 x y y^{1}=y^{2}$
(2) and (3) are identical. :Hence the orthogonal trajectories of the given curves are themselves i.e. given by (1) itself.
Definition: A given family of curves is said to be self -orthogonal if its family of orthogonal trajectories is the same as the given family. In the above example, the given family of parabolas

$$
y^{2}=2 c x+c^{2} \text { is self-orthogonal. }
$$

## Miscellaneous Examples :

(4) Find the curves such that the portion of the tangent intercepted by the axes is bisected at the point of contact.
Let $Y=f(x)$ in a curve with the property.
The equation of the tangent at $P\left(x_{1}, y_{1}\right)$ is

$$
\begin{equation*}
\left(y-y_{1}\right)=\left(\frac{d y}{d x}\right)_{p} \cdot\left(x-x_{1}\right) \tag{1}
\end{equation*}
$$

Putting $Y=0$ in $(1)-y_{1}=y_{p}^{1}\left(x-x_{1}\right)$
or $x=-x_{1}-\frac{Y_{1}}{y_{1}^{\prime}}$
$a=\left(x_{1}-\frac{y_{1}}{y_{p}^{\prime}}, 0\right)$
Putting $x=0$ in (1), $y-y_{1}=y_{p}^{\prime} \cdot\left(-x_{1}\right)$
or $y=y_{1}-x_{1} y_{p}^{\prime}$
$B=\left(0, y_{1},-x_{1} y_{p}^{\prime}\right)$
Since $P$ is the mid point of $A B$,
$\left(x_{1}, y_{1}\right)=\left[\frac{1}{2}\left(x_{1}-\frac{y_{1}}{y_{f}^{\prime}}+0\right), \frac{1}{2}\left(y_{1}-x_{1} y_{f}^{\prime}+0\right)\right]$

$$
\begin{aligned}
& \Rightarrow x_{1}=\frac{1}{2}\left(x_{1}-\frac{y_{1}}{4_{p}^{\prime}}\right), \quad y_{1}=\frac{1}{2}\left(y_{1}-x_{1}^{y_{p}^{\prime}}\right) \\
& \Rightarrow \\
& \Rightarrow x_{1}=x_{1}-\frac{y_{1}}{y_{p}^{\prime}}, \quad 2 y_{1}=y_{1}-x_{1} y_{p}^{\prime} \\
& \\
& x_{1} y_{p}^{\prime}+y_{1}=0
\end{aligned}
$$

Then the curves with the property are given by the differential equation $x y^{\prime}+y=0$
Solving it by separating the variables, we get the curves to be $x y=c^{2}$.
(5) Find the curves for which the subnormal at any point of the curve
is of length 1 .
The sub normal at any point $P(x, y)$ is given by $y y^{1}$.
Therefore, the differential equation of the curves whose subnormal is $\mid$
is $y y^{\prime}=1 \Rightarrow y \frac{d y}{d x}=1$
Integrating $y^{2}=2 x+c$
are the required curves.
6. A curve rises from the origin in the $x y$ plane in the first quadrant. The area under the curve from $(0,0)$ to $(x, y)$ is one-third the area of the rectangle with the points on opposite points. Find the equation of the curve.
Given: yb (Area of ONPN) = Area under the arc


The curve is such that the area under the arc $O P, P(x, y)$
= y 3 (The area of the rectangle CMPN)
$=y 3 x y$
The area under the curve $=\int_{1}^{\prime} y d x$
Hence, $\int_{0}^{1} y d x=y 3 x y$
Lifferentiating w.r.t. $x$

$$
y=\frac{1}{3} \quad \frac{d}{d x}(x, y)
$$

or $3 y=x y^{1}+y$
or $2 y=x y^{1} \Rightarrow \frac{2 d x}{x}=\frac{d y}{y}$

This is the differential equation of the curve.
Integrating the equation we get its equation to be $y=x^{2}$ or $2 x$.

## Falling Body Problems/Pendulum

(a) Free ball: If $m$ is the mass of a falling body and a is the acceleration of the body, then the force acting on tie body is given by $F=$ ma by the second law of motion. Accordingly, if $v$ is the velocity of a freely falling body which has fallen through a distance $x$, then the equation of motion is $m \frac{d u}{d t}=m g \quad$ or $\quad \frac{d u}{d t}=g$
Integrating the equation $v=v_{0}+g t$ $v_{0}$ being the initial velocity $(a t t=0)$.
Since $v=\frac{d x}{d t} \quad$ (2) becomes $\frac{d x}{d t}=v_{0}+g t$
Integrating again, $x=v_{0} t+\frac{1}{2} g t^{2}$
Since $x=0$, when $t=0$
the motion of the freely falling body is governed by the equations (1), (2) and (3).
(b) Retarded fall: If we assume that air exerts a force opposing the motion of the falling body and that this opposing force varies directly as the velocity of the body, then the cation of falling body becomes


Taking the initial velocity as zero ie. $V(0)=0$

$$
c_{2}=g
$$

$$
\begin{equation*}
V=\frac{q}{c}\left(1-e^{-c t}\right) \tag{2}
\end{equation*}
$$

$c$ is +re. Hence $\nu \rightarrow y / c$ on $t \rightarrow \infty$
This limiting value of $v$ is called the terminal velocity.
Since $v=\frac{d x}{d t}$
(2) becomes $\frac{d x}{d t}=\frac{g}{c}\left(1-e^{-c t}\right)$

Integrating again, $x=c_{3}+\frac{g}{c}\left(t+\frac{1}{c} e^{-c t}\right)$
since $x=0$ when $t=0 \quad c_{3}+9 / L_{C}^{1}=0$ or $C_{3}=-g / c^{2}$

$$
\begin{equation*}
x=\frac{9}{c}\left[t+\frac{1}{c}\left(\bar{e}^{c t}-1\right)\right] \tag{3}
\end{equation*}
$$

(c) I he motion of a simple pendulum : Let $m$ be the mass of the bob and a the length of the pendulum. The bob is pulled aside through an angle $\alpha$ (measured from the plumb line). If $V$ is the velocity of the bob when the string makes with the plumb line, the by the principle of Conservation of energy

$$
\frac{1}{2} m v^{2}=m g \quad(a \cos \theta-a \cos \alpha)
$$

But $s=a t \quad v=\frac{l z}{d t}=a \frac{d E}{d l}$
The equation becomes

$$
\frac{1}{2} a^{2}\left(\frac{d t}{d t}\right)^{2}=\operatorname{ag}(\cos \theta-\cos \alpha) \cdots(1)
$$

That is the equation of motion of the pendulum

Differentiating (1) w.I.t. t

$$
a \cdot \frac{d t}{d t} \frac{d^{2} t}{d t^{2}}=-a \cdot \sin \theta \cdot \frac{d t}{d t}
$$

or

$$
\frac{d^{2} \theta}{d t^{2}}=-\frac{9}{a} \sin t \cdots(2)
$$


(i) Case of small oscillations

```
Assuminy that the oscillations are smali, (i.e. G is small)
```

ire replace : sin $\theta$ by $\theta$ (since $\theta$ is small, $\sin \theta$ is almost $\theta$ itself)
lis equation becomes

$$
\frac{d^{2} t}{d t^{2}}=-\frac{7}{a} \theta \ldots(3)
$$

This is the equation of motion of a simple pendulum
for small oscillations.
Assuming that $\theta=x$ and $\frac{d t}{d t}=0$ when $t=0$

$$
\begin{equation*}
\theta=x \cos (\sqrt{9 / a} t) \tag{4}
\end{equation*}
$$

## Simple electric circuits :

Consider a simple electric circuit consisting of
(i) a source of electromotive force (emf) $E$
(ii) a resistor of resistance a which opposes the current producing
a drop in emf of magnitude $E_{R}$. If $I=$ the current, then $E_{R}=R I$
(This equation is called Ohm's law).
(iii) An inductor of inductance $L$, which opposes any change in the current by producing a drop in emf of magnitude

$$
E_{L}=L \frac{d I}{d t}
$$

(iv) a capacitor (or condenser) of capacitance $C$ wich stores the charge Q. The charge accumulated by the capacitor resists the inflow of adiitional charge, and the drop in emf arising in this way is $E_{C}=\frac{1}{C} Q$.

Furthermore, since the current is the rate of flow of charge at which charge builds up on the capacitor, we have $I=\frac{d \theta}{d t}$

These elements act in accordance with Kirchoff's Law, which states that Ythe algebraic sum of the emfs around a closed circuit is zero.

This princiole yields

$$
E-E_{L}-E_{R}-E_{C}=0
$$

or $E-R I-L \frac{d I}{d t}-\frac{1}{C} Q=0$
or $L \frac{d I}{d t}+R I+\frac{1}{C} Q=E$
Replacing I by $\frac{d G}{d t}$
(1) becomes $L, \frac{d^{2} t}{d t^{2}}+R \frac{d t}{d t}+\frac{1}{C} G=E$.

When no capacitor is present the equation (1) becomes the first order differential equation : $L \frac{d I}{d t}+R I=E$
We solve (3) assuming that initial current $I_{0}$ and a constant emf $E_{0}$ is impressed on the circuit at time $t=0$.
The equation governing the flow of current is

$$
L \frac{d I}{d t}+R I=E_{0}
$$

separating the variables

$$
\frac{d I}{E_{0}-R I}=\frac{1}{L} d t
$$

on integrating using the initial condition $I=I_{0}$, when $t=0$.
He get $\log \left(E_{0}-R I\right)=-\frac{R}{L} t+\log \left(E_{0}-R I_{0}\right)$
so $I=\frac{E_{0}}{R}+\left(I_{0}-\frac{E_{0}}{R}\right) \exp \left(-\frac{R L}{L}\right)$
Note that the current $I$ consisis of a steady state Part $E_{0} / R$ and a transient part ( $\left.I_{0}-\frac{E_{0}}{R}\right) \exp \left(\frac{-R t}{L}\right)$ that approaches zero as $t \rightarrow \infty$. Consequently, Ohm's law $E_{0}=R I$ is nearly true for large values of $t$. If $I_{0}=0$, ther. $I=\frac{E_{c}}{R}\left(1-e^{-R t / L}\right)$
and if $E_{0}=0$ ，then $I=I_{0} e^{-R^{t / L}}$

## OTHER RATE EOLERS

a）Mixture ：＝colem：$A$ こEr：initially contains 50 gallons of pure water． Starting at $=$ ime $t=0$＝ここ：containing 2 lb of dissolved salt fer gallon flows into $\ddagger: \because=$ tank at $t=$ E＝ate of 3 gallon／minute．The mixture is kept unifu... out of the teri：at the si．．．e rate．
1．How much $\equiv=1 t$ remains $\therefore$ ．the tank at any time $t>0$ ？
2．How much $\equiv$ Iit remains $\equiv$ ：the end of 25 minutes ？
3．How much $s \equiv i t$ remains $\equiv \because \in$ entually（after a long time）？
Let $x$ cerote the ancori of salt in the tank at five $t$ ．The basic equation govezaing the fizi；is

$$
\begin{equation*}
\frac{c x}{c z}=\text { Inflow - }-u t f 10 w \tag{i}
\end{equation*}
$$

Since the ir：－ow is at tre＝Ete 3 gallon／minute and each gallon contains 2 lb of sal t
Thus inflow $=2 \mathrm{lb} / \mathrm{gal} x=$ Eal $/ \mathrm{min}=6 \mathrm{lb} / \mathrm{min}$
Since the rate of outflc：equals the rate of inflow the tank contains 50 gal．of the mixture at any time．
Then 50 gallors contains $x$ ib of salt．
The concentration of salt $E=$ time $t=\frac{x}{50} 1 b /$ gal
The outflow $=\left(\frac{x}{50} 1 \mathrm{~b} / \mathrm{g} \equiv-\right) \times(3 \mathrm{gal} / \mathrm{min})=\frac{3 x}{50} \mathrm{lb} / \mathrm{min}$. （iii）
Thus the differential equicion governing the flow is

$$
\frac{d x}{d t}=6-\frac{\hat{x} x}{\vdots 0} \quad \text { (iv) }
$$

Initially there was no salt in the tank．Hence $x=0$ when $t=0$ （or $\chi(u)=0$ ）．
To solve（iv）separating the variables，$\frac{d x}{100-x}=\frac{3}{50} d t$
Integrating $x=100+C e^{-\tilde{E} / 50}$
$S$ ince $x(0)=0, C=-100$

$$
x=100\left(1-e^{-3 t / 50}\right)
$$

Ihis answers ceestion (1).
For the questisn (2), put $t=25$.
$\therefore x(25)=100\left(:-e^{-1.5}\right) \approx 78 \mathrm{lb}$
The question ( $\because$ ) is solved by letting $t \rightarrow \infty$
in (v). then $x=100$.
b) A certain cremical is converted into another chemical by a chemical reaction. The rate at which the first chemical is converted (intc the second) is prasertional to the amount of this chemical present at any instant. Ten fercept of the original amount of the first chemical has been convertec $\leq:=5$ minutes.
i) What $p=z=e n t$ of first chemical will have been converted in 20 min? ii) In how lany min. will 60\% of the 1 st chemical has been converted ?

Let $x_{0}$ in : ie amount of first chemical present initially. Let $x$ be the amount of cremical uncergoing reaction at the end of time $t$. Then $\left(x_{0}-x\right)$ is the amount of the chemical left out at the end of time $t$. By the hypothesis, the rate of charge of $x$ is prop. to $\left(x_{0}-x\right)$.
Therefore, the cifferential equation of the reaction is

$$
\begin{equation*}
\frac{d x}{d t}=k\left(x_{0}-x\right) \tag{1}
\end{equation*}
$$

Separating the $v \equiv r i a b l e s$ and integrating $x=x_{o}-C e^{-k t}$ Since $x=0$ wher $t=0, c=x_{0}$

$$
\begin{equation*}
\therefore x=x_{0}\left(1-e^{-k t}\right) \tag{2}
\end{equation*}
$$

Now $x=\frac{x_{0}}{10}$ when $t=5 \mathrm{~min}$.

$$
\begin{aligned}
& \frac{x_{c}}{10}=x_{0}\left(1-e^{-5 k}\right) \\
& e^{-5 k}=0.9 \quad e^{k}=(0,9)^{y 5}
\end{aligned}
$$

Hence (2) becomes $x=x_{0}\left(1-(0.9)^{t / 5}\right) \ldots$ (3)
(i) At the end af 20 min . $x=x_{0}\left(1-(0.9)^{20 / 5}\right)=x_{0}\left(1,(0,9)^{4}\right.$

Thus at the enc of $20 \mathrm{~min} \cdot \frac{100 \mathrm{x}}{\mathrm{x}_{0}}=100\left(1-(0.9)^{4}\right)$

Percent of the chemical is converted into the second chemical. (ii) If $x=\frac{6 x_{0}}{10}$ ( $60 \%$ of the first chemical)

Then from (3) $\frac{6 x_{0}}{10}=x_{0}\left(1-(0.9)^{i / 5}\right)$

$$
\begin{aligned}
0.6 & =\left(1-(0.9)^{t / 5}\right. \\
\therefore(0.9)^{t / 5} & =0.4 \\
t_{/ 5} & =\frac{\log 0.4}{\log 0.9}
\end{aligned}
$$

$t=5\left(\frac{\log 0,4}{\log 0,9}\right)$ min.
c) assume that the rate at which a hot body cools is proportional to the difference between its temperature and that of the surrounding (this law is called weston's law of cooling. A body is heated to $110^{\circ} \mathrm{C}$ ane placed in air $\mathrm{e}=10^{\circ} \mathrm{C}$. after one hour its temperature is $60^{\circ} \mathrm{C}$. robin much additional time is required for it to cool to $30^{\circ} \mathrm{C}$ ?
Let $U^{c} \mathrm{C}$ se the temperature of the body at time $t$. from $s t=こ t$. Since the temperature of the surrounding air is $10^{\circ} \mathrm{C}$, by hypothesis

$$
\frac{d e}{d l^{-}}=k(e-10) \quad(1), k>0
$$

Integrating, $\log _{2}(\theta-10)=-k t+$ constant
or $\quad=10+c e^{-k t}$
when $t=0, \theta=110, \quad 110=10+c e=107 \mathrm{C}$ or $\mathrm{C}=100$

$$
\begin{equation*}
\theta=10+100 e^{-k t} \tag{ג}
\end{equation*}
$$

when $t=1$ hour, $\theta=60^{\circ} \mathrm{C}$
$60=10+100 e^{-k \cdot 1}$

$$
\begin{aligned}
& e^{-k}=0.5 \\
& \theta=10+100(0.5)^{t} \ldots(3) \\
& \text { If } \quad C=30^{0} C, 30=10+100(0.5)^{t}
\end{aligned}
$$

$$
(0.5)^{t}=\frac{20}{100}=(0.2)
$$

$$
t=\frac{\log 0.2}{\log 0.5} \mathrm{hr}
$$

The additional time required

$$
\left(\frac{\log 0.2}{\log 0.5}-1\right) \operatorname{hrs}=\left(\frac{\log 5}{\log 2}-1\right) \operatorname{hirs}
$$

d) A sum of money is deposited in a bank that pays interest at an annual rate $r$ compounded continuously.

1. Find the time required for the original sum to double.
2. Find the interest rate that must be paid ii the initial amount doubles in 10 years.

If $A=a(t)$, be the amount at any time.
then,

$$
\frac{d A}{d t}=\frac{\pi}{100} A \cdots(1)
$$

$$
\frac{d A}{d t}=\frac{\pi}{100} A
$$

Integrating $A=A_{0} e^{\frac{r t}{100}} \cdots(2)$
$A_{0}=A(0)=$ the initial deposits.

1. If $t=T$, when $a=2 A_{0}$ then $2 A=A_{0} e^{-t / 100}$

$$
\begin{aligned}
& r J / 100=\log _{\mathrm{e}}^{2} \\
& I=\frac{100}{r} \log _{\mathrm{e}}^{2} \ldots(3)
\end{aligned}
$$

2. If $I=10$, then $10=\frac{100}{r} \log _{e}^{2}$

$$
r=10 \log _{\mathrm{e}}^{2} \quad \text { (4) is the rate of compound interest. }
$$

(e) In a certain chemical reaction a substance $n$ is converted into another substance $X$. Let $a$ be the initial concentration of $A$ and $x=x(t)$ in the concentration of $x$ at time $t$. Then $a-x(t)$ in the concentration of $A$ at $t$. If the reaction is jointly proportional to $x$ and $a-x$ (ie., the reaction is simulated by the substance being produced, when the reaction is described on auto catalytic) and $x(0)=x_{0}$, find $x(t)$.
The rate of reaction is governed by

$$
\begin{aligned}
\frac{d x}{d t} & =k x(a-x) \cdots(1) \quad k>0 \\
\frac{d x}{x(a-x)} & =k \cdot d t \Rightarrow\left(\frac{1}{x}+\frac{1}{a-x}\right) d x=a k d t \\
\log x-\log (a-x) & =a k t+\text { canst } \\
\left(\frac{a-x}{x}\right) & =(c \exp (-a k t)
\end{aligned}
$$

or $\frac{a}{x}=1+c e^{-a k}$
or $x=\frac{a}{\left[1+c e^{-a k t}\right]}$
At $t=0, x=x_{0}=\frac{a}{1+c}$

$$
=c=\frac{a}{x_{0}}-1
$$

$x=\frac{a}{1+\left(a / x_{0}-1\right) e^{-i k t}}=\frac{a x_{c}}{x_{0}+\left(a-x_{0}\right) e^{-a k t}}$
(f) A moth ball whose radius was originally $y_{4}$ inch is found to have a radius $1 / 8$ incn after one month. Assuming that it evaporates at a rate proportional to its surface, find the radius at any time. ifter how many months will the moth ball disappear altoget her. If $x$ is the radius of the moth ball, $V$ its volume and $S$ its surface a at ime t,

$$
\frac{d v}{d t}=-k s \quad k>0 \ldots(1)
$$

$$
V=\frac{4}{3} \pi x^{3}, \quad s=4 \pi x^{2}
$$

$$
\frac{d v}{c t x}=4 \pi x^{2} \frac{d x}{d t}=s \frac{d x}{d t} \text {. Hence (1) becomes si } \frac{d x}{d t}=-k s
$$

Integrating $x=C-K t$

$$
\Rightarrow \frac{d x}{c t t}=k--(2)
$$

When $t=0, x=y 4, y 4=C \quad x=y 4-K t$
when $t=1, x=y 8, y 8=y 4-K \quad$ or $K=y 8$

$$
\begin{align*}
& x=\frac{1}{4}-\frac{1}{8} \quad t=\frac{2-t}{8} \\
& x=x(t)=y 8(2-t) \tag{3}
\end{align*}
$$

when $t=2, x=0$ and the rioth ball disappears. the moth ball disappears after 2 months.
g) lhe rate at which radioactive nuclei decay is proportional to the number of such nuciei present in a given sample. Half of the original radio active nuclei have undergone disintegration in 1500 years.
h) What percentage of the original radio active nuclei will Iemain after 4500 years?
2. In how many years will only one-tenth of the original nuclei remain ?

If $x=x(t)$ is the amount of radio active nuclei remaining after $t$ years and $x(0)=x_{0}$, the origin nal amount of the nuclei, then the disintegration of the radioactive nuclei is governed by

$$
\begin{aligned}
\frac{d x}{d t} & =-k x(1) \quad k>0, \\
x(0) & =x_{0}
\end{aligned}
$$

Integrating the equation (1) we get, $x=x(t)=C(\exp (-k t))$.
Putting $t=0, x=x_{0}$, we get $x=x_{0} e^{-k t}$
It is given that when $t=1500, x=y 2 x_{0}$

$$
\begin{aligned}
& \frac{1}{2} x_{0}=x_{0} \cdot e^{-1500 k} \\
& \frac{1}{2}=e^{-1500 k} \text { or }\left(e^{-k}\right)^{1500}=\frac{1}{2} \\
& e^{-k}=-\left(\frac{1}{2}\right)^{\frac{k}{1500}}
\end{aligned}
$$

(2) becomes $x=x_{0}\left(\frac{1}{2}\right)^{\frac{t}{1500}}-$ (3)
(1) when $t=4500, x=x_{0}\left(\frac{1}{2}\right)^{3}=\frac{x_{c}}{8}$
$12.5 \%$ of the original amount remains after 4500 years.
(2) when $x=\frac{1}{10} x_{0}, \quad \frac{1}{10} x_{0}=x_{0}\left(\frac{1}{2}\right)^{\frac{t}{1500}}$

Taking Logarithm

$$
\begin{aligned}
& \log \left(\frac{1}{10}\right)=\frac{t}{1500}\left(\log \frac{1}{2}\right) \\
& t=1500 \frac{\log \left(\frac{1}{10}\right)}{\log \left(\frac{1}{2}\right)}=1500 \frac{\log 10}{\log 2} \approx 4985 \text { years. }
\end{aligned}
$$

h) The rate at which a certain substance dissolves in water in proportional to the product of the amount undissolved and the difference $C_{1}-C_{2}$ where $C_{1}$ is the concentration in the saturated solution and $C_{2}$ is the concentration in the actual solution. If saturated, 50 gm of water would dissolve 20 gm of the substance.

If 10 gm of the substance is placed in 50 gm of water ard half of the substance is then dissolved in 90 min ., how much will be dissolved in 3 hour ?

Since 20 gm of the swstance dissolves in 50 gm saturated solution, the concentration in the saturated solution

$$
\begin{equation*}
=c_{1}=\frac{20}{50} \tag{i}
\end{equation*}
$$

Let $x \mathrm{gm}$ be the substance dissolved in 50 gm of water at time $t$. Then ( $10-x$ ) gm of the substance is undissolved at time $t$.

The concentration of the substance in 50 gm of water at ime

$$
\begin{equation*}
t=c_{2}=\frac{x}{5 c} \tag{ii}
\end{equation*}
$$

The subsiance dissolves in water according to the law

$$
\begin{aligned}
\frac{c x_{2}}{d t} & =K\left(C_{1}-C_{2}\right)(10-x) \\
& =K\left(\frac{2 c}{5 c}-\frac{x}{5 c}\right)(10-x) \\
\text { oI } \frac{d x}{d t} & =\frac{K}{5 c}(20-x)(10-x)
\end{aligned}
$$

Separating the variables

$$
\frac{d x}{(10-x)(20 \cdots x)}=\frac{k}{50} d t
$$

$$
\frac{1}{10}\left(\frac{1}{10-x}-\frac{1}{20-x}\right)=\frac{k}{5 c} d t
$$

Intigrating $\log _{e}\left(\frac{20-x}{\frac{0}{10-x}}\right)=\frac{k}{5} t+$ const.
or $\frac{2 c-x}{10-x}=C e^{k / 5 t}$
When $t=0, x=0, \quad c=2$

$$
\begin{equation*}
\frac{20-x}{10-x}=2 e^{\frac{k}{5} t} \tag{1}
\end{equation*}
$$

Since half the substance (i.e. 5 gm ) is dissolved in 90 m in Putting $x=5, \quad t=90$

$$
\begin{aligned}
& 3=2 e^{18 k}, \frac{3}{2}=e^{18 k} c y: e^{k}=\left(\frac{3}{2}\right)^{\frac{1}{17}} \\
& \frac{2-\cdots x}{10-x}=2 e^{\frac{k}{5} t}=2\left(e^{k}\right)^{t / 5}=2\left(\frac{3}{2}\right)^{\frac{1}{40}}
\end{aligned}
$$

Now we express $x$ in terms of $t$.

$$
20-x=2\left(\frac{3}{2}\right)^{t / 90}(10-x)
$$

$$
20-20\left(\frac{3}{2}\right)^{\frac{t}{90}}=\times\left[1-2\left(\frac{3}{3}\right)^{\frac{t}{90}}\right]
$$

$$
x=20\left[\frac{\left(\frac{3}{2}\right)^{t / 90}-1}{2(3,)^{1 / 90-1}}\right] \ldots(2)
$$

$$
\text { When } t=3 \mathrm{hrs}=180 \mathrm{~min}
$$

$$
x=20\left[\frac{(3 / 2)^{2}-1}{2(3 / 2)^{2}-1}\right] 9_{\pi 1}=20\left[\frac{9-1}{15-4}\right]=\frac{100}{14} \text { or } x=7.14 \mathrm{gm}
$$
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## PROBABILITY

In our day-today life we perform certain activities to verify certain known facts or to observe certain phenomena. Such activities usually we call as experiments. In certain experiments, we can predict results exactly before conducting the experiment and in other it will not be possible. The experiments where the results can be predicted exactly are known as deterministic experiments and the experiments where the prediction is not exact are known as non-deterministic or random or probabilistic experiments. For example, a train is running at a uniform speed of sixty k m. per hour, then we can predict with hundred percent surety that it will cover one hundred twenty kilometers after two hours, assuming that it never stopped during these hours. Similarly, for a perfect gas, $\mathrm{PV}=$ constant $(\mathrm{P}$ is pressure, V is volume).

In case of non-deterministic experiments, we cannot make predictions with complete reliability. The results are based un sume 'chanke element'. For example, ir we toss a coin, will it show 'head up' of 'tail up'? Although we cannot predict anything with complete surety, yet if we throw the coin a large number of times, it is very likely that the lead will turn up fifty percent of the times and also it is very unlikely that the head turns up in every case.

Consider another example of a trained parachuter who is ready to jump. When he jumps then either his parachute will open or it will not. But experience says that most of the time it opens, though there are occasions on which it does not i.e. the uncertainty associated with the head or tail coming up when we toss a coin.

How will you proceed in answering the following questions?

1. How should a businessman order for replenishment (filling once again) of his stocks (inventory) so that he has not carried very large stocks, yet the risk of refising customers is minimized? (Inventory problem).
2. At what intervals should a car owner replace the car so that the total maintenance expenses are minimized? (Replacement problem).
3. Ilow many trainees sthould a large business organisation recruit and train them in certain intervals so that at any time it does not have a large number of trained persons whom it cannot employ and yet the risk of its being without sufficient persons when needed is minimized "?
4. How should the bus service in a city be schectuled so that the queues do not become too long and yet the gains by the bus company are maximised? (Queing problem).
5. How many booking counters should be provided at a station to serve in the best way the interests of both the railuays and the travelling public? (Queing problem).

What should be the strength of a dam (or a bridge) so that its cost is reasonable and yet the risk of its being swept away by the floods is minimized?
7. How many telephone exchanges should be extablished in a given city so as to give the best service at a given cost ?
8. Which variety is the best out of given varieties of wheat, on the basis of yields from experimental ficlds?
9. What should be the minimum premia charged by an insurance company so that the chance of its running into loss is minimized?
10. How to decide whether a given batch of items is defective when only a sample of the batch can be examined?

Answers for all such questions are based upon certain facts and then try to mearure the uncertainty associated with some events which may or may not materialise. The theory of probability deals with the problem of measuring the uncertainty associated with various events rather precisely, making it these by possible tuday, to a certain extent of course, to contol phenomena depending upon chance.

The 'measure of ancertainty' is known as probability.

## History of Irobability Theory

Probability had its birth in the seventeenth century and over the last three huadred years, it has progressed rapidly from its classical heritage of simple mathematical and combinatorial methods to its present rigorous development based on modern functional aratysis. The probability had its origin in the usual interest in gambling that pervaded France in the seventeenth century. Eminent mathematicians were led to the quantitative study of games of chance. The Chevalier de Mere, a French nobleman and a notorious gambler, posed a series of problems to B Pascal (1623-1662) like the following :

Two persons play a game of chance. The person who first gains a certain number of points wins the stake. They stop playing before the game is completed. How is the stake to be divided on the basis of the number of points each has got?

Though Galileo (1564-1642) had earlier solved a similar problems, this was the beginning of a s.stematic, stucty of chance and regularity in nature. Pascal's interest was shared by Fermat (1601-1665), and in their correspondence the two mathematicians laid the foundation of the theory of probability. Their results aroused the interest on the Dutch physicist Hurygens (1629-1695) who started working on some difficult problems in games of chance, and published in 1654 the first book on the theory of probability. In this book, he introduced the concept of mathematical expectation which is basic to the modern theory of probability. Following this, Jacob Bernoulli (1654-1705) wrote his famous 'Art Conjectandi' the result of his work of over twenty years. Bernoulli approached this subject from a very general point
of riew and clearly foresaw the wide applications of the theory. Important contributions were made by Abraham de Moivre (1667-1754) whose book 'The Dectrine of Chance' was published in 1718. Other main contributors were T.Bayse (Inverse Probability), P.S. Laplace (i-49-1827) who after extersive research published 'Theoric Analytique des probabilities' in 1812. In addition to these Levy, Mises and R.A. 「isher were the main contributors. It was, however, in the work of Russian mathematicians Tschebyshev (1821-1874), A Markov (18561922), Liapounov (Ccntral Limit theorcm), A Kintchinc (Law of Large Numbers) and A Kohnogorov that the theory made great strides. Kolmogosoltwas the person who axiomised the calculus of probability.

The probabitity theory itself has developed in many directions, but at present the dominant area is the stochastic processes, which has wide applications in physics, chemistry, biology, engineering, management and the social sciences.

Calculus of Probability
In our day-to-day vocabulary we use words such as 'probably', 'likely', 'fairly good chances', etc. to express the uncertainty as indicated in the following example. Suppose a father of a XII class student wants to know his son's progress in the studies and asks the concerned teacher about his son. Teacher may express to the father about the student's prozress in any one of the following sentences.

It is certain that he will get a first class.
He is sure to get a first class.
I beijeve he will get a first class.
It is quite likely that he will get a first class.
Perinaps he may get a first class.
He mav or be may not get a first class.
Ibelieve he will not get a first class.
Iam sure he will not get a first class.
I am certain be will not get a first class.
Instead of expressing uncertainty associated with any event with such phrases, it is better and exact if we express uncertainty mathematically. The measure of uncertainty or probability can be measured in three ways and these are known as the three definitions of probability. These methods are

Mathematical or Classical or Priori Probability Statistical or Empirical Probability and Axiomatic Probability

Before discussing those methods, we define some of the terms which are useful in the definition of probability.

Experiment : An act of doing something to verify some fact or to obtain some result. (Ex. Throwing a die to ubserve which number will come up (Die is a six-faced cube).
Trial : Conducting experiment once is known as the trial of that experiment. Ex. Throwing a die once.
Outcomes: The results of an experiment are known as outcomec. Fix. In thmowing a die, getting ' 1 ' or ' 2 ' or ' 6 ' are the outcomes.
Events: Any single outcome or set of outcomes in an experiment is known as an event. Ex: 1 . Getting ' 1 ' in throwing of a die is an event. Also getting an even number in throwing a die is also an event. Ex: 2. Drawing two cards from a well shuffled pack of cards is a trial and getting of a king and a queen is an event.

Exhaustive Events : ' The total number of possible outcomes in any trial are known as exhaustive events.
Ex: 1. In tossing a coin there are two exhaustive events.
2. In throwing a die, there are six exhaustive cases viz ( $1,2,3,4,5,6$ ).

Favourable Events (Cases): The number of outcomes which entail the happening of an event are known as the favourable cases (events) of that event. Ex: In throwing two dice, the number of cases favourable for getting a sum of 5 are $(1,4),(2,3),(3,2)$ and (4,1).

Mulually Exclusive Events: Events are said to be mulually exclusive or incumpatible if the happening of any one of them precludes or excludes the happening of all others. Ex: In tossing a coin, the events head and tail are mutually exclusive (because both cannot occur simultaneously).

## Mathematical or Classical or 'a priori' probability

If a trial results in ' $n$ ' exhaustive, mutually exclusive and equally likely cases and ' $m$ ' of them are favourable to the happening of an event $E$, then the probability ' $p$ ' of happening of $E$ is given by
$\mathrm{p}=$ Favourable number of outcomes/Total No of outcomes $=\mathrm{m}^{\prime} \mathrm{n}$
We write $p=P(E)$.
Ex:1. Probability of getting head in tossing of a coin once is $1 / 2$ because the number of exhaustive cases are 2 and these are mulually exclusive and equally likely (assuming the coin is made evenly) and of these only 1 case is favourable to our event of getting head.

Ex: 2. The probability of getting a number divisible by 3 in throwing of a fair (evenly madc) dic is $2 / 6$ because the favourable cascs arc 3 (viz 3 and 6) and cxhaustive cascs arc 6.

The probability ' $q$ ' that E will not happen is given by
$q=\frac{n-m}{n}=1-\frac{m}{n}=-p$
Always $0 \leq \mathrm{p} 51$.
If $p=P(E)=1, E$ is called a cortain cront and if $P(E)=0, E$ is called an impossible cricnt.
In this method, the mathematical ratio of two integers is giving the probability and therefore, this definition is known as mathematical definition. Here we are using the concept of probability in the form of 'equality likely cases' and therefore, this definition is a classical definition. Before using this definition, we should know about the nature of outcomes (viz. Mutually exclusive, exhaustive and equally likely) and therefore, it is also known as 'a priori' probability definition.

The cefinition of mathematical of classical probability definition breaks down in the following cases: 1. If the various nutcomes of the trial are not equally likely. 2. If the exhaustive number of cases in a trial is infinite.

Ex:1. When we talk about the probability of a pass of a candidate, it is not $1 / 2$ as the two customers 'pass' and 'fail' are not equally likely.
Ex: 2 . When we talk about the probability of a selected real number is to be divided by 10 , the number of exhaustive cases are infinite.

In such above mentioned circumstances it is not possible to use mathematical probability definition. Therefore, probability is defined in the other way as below:

## Statistical or Empirical Probability :

If a trial is repeated a number of times under essentially homogeneous and identical conditions, then the limiting value of the ratio of the number of times an event happens to the number of trials, as the number of trials becomes indefinitely large, is called the probability of happening that event.

Mathematically, we write

$$
p=P(E)=\lim _{n \rightarrow \infty}\left(\frac{m}{n}\right)
$$

Here n is the number of trials and m is the number of times of the occurrence of event $E$. The above limit should be finite.

Ex: When you throw a die 10000 times and if you get 1600 times the number ' 1 ', then the probability of getting ' 1 ' is $1600 / 10000$. This ratio is nothing but the relative frequency of ' 1 '.

But this definition is also not applicable always because it is very difficult to maintain the identical conditions thronghout the experiment. Therefore, the probability is defined in another way by usimg certain axioms. This definition is known as 'Axiomatic Probability' definition.

Here we define some of the terms which are useful in the 'Axiomatic Probability' definition.

Sample Space: The set of all possible outcomes of an experiment is known as the sample space of that experiment. Usually we denote it by S . Ex: In tossing a coin, $\mathrm{S}=\left\{\mathrm{H}, \mathrm{I}^{\prime}\right\}$.

Sample Point : Any element of a sample space is known as a sample point.
Ex: In tossing a coin experiment, H or T is a sample point.
Event: Any subset of a sample space is an event.
Ex: In throwing a die, $(1,3,5),(2,4,6)$ or $(5,6)$ are the events where $S=\{1,2,3,4,5,6\}$.
If $A$ and $B$ are any two events then $\bar{A}, \bar{B}, A \cup B, A \cap B$ are also events because they are also subsets of $S$.

The event S (entire sample space) is known as certain event and the event $\Phi$ (empty set) is knomn as impossible event.

Mutually Exclusive Events : Events are said to be mutually exclusive if the corresponding sets are disjoint.
Ex: In throwing of a die experiment, if $A=(1,3,5)$ and $B=(2,4,6)$ then $A$ and $B$ are mumually exclusive because we cannot get both odd number and even number simultaneously. That is, if $\mathrm{A} \cap \mathrm{B}=\Phi$, then A and B are mutually exclusive events.

## Ariomatic Probability :

Let S be a sample space and $\xi$ be the class of events. Also let P be a real valued function defined on $\xi$. Then $P$ is called a probability function and $P(A)$ is called the protability of the event $A$ if the following axiomstold:
i) For every event $\mathrm{A}, 0 \leq \mathrm{P}(\mathrm{A}) \leq 1$.
ii) $\quad P(S)=1$.
iii) If A and B are mutually exclusive events, then $\mathrm{P}(\mathrm{AUB})=\mathrm{P}(\mathrm{A})+\mathrm{P}(\mathrm{B})$.
iv) If $\Lambda_{1}, \Lambda_{2}, \ldots$ is a sequence of mutually exclusive events, then $P\left(A_{1} \cup A_{2} \ldots\right)=P\left(A_{1}\right)+P\left(A_{2}\right)+\ldots \ldots$

In the above definition axiom (iv) may seem to be not necessary. But it is necessary to stress that axiom (iii) should be extended to more than two events.

Theorem 1: If $\Phi$ is the empty set, then $\mathrm{P}(\Phi)=0$.
Proof: We know that $\mathrm{S}=\mathrm{S} U \Phi$ and $\mathrm{P}(\mathrm{S})=\mathrm{P}(\mathrm{SU} \Phi)=\mathrm{P}(\mathrm{S})+\mathrm{P}(\Phi)$.
(bccausc $S$ and $\Phi$ arc disjoint and according to axiom (iii)). But $P(S)=1$ and thercforc, $1=1+\mathrm{P}(\Phi)$.
$\therefore \mathrm{P}(\Phi)=0$.
Theorem 2: If $\bar{A}$ is the complement of an event $A$, then
$\mathrm{P}(\bar{A})=1-\mathrm{P}(\mathrm{A})$.
Prour: $\mathrm{A} \cup \bar{A}=\mathrm{S}$.
$\mathrm{P}(\mathrm{A} \mathrm{U} \overline{\boldsymbol{A}})=\mathrm{P}(\mathrm{A})+\mathrm{P}(\overline{\boldsymbol{A}})=\mathrm{P}(\mathrm{S}) \quad(\mathrm{A}$ and $\bar{\Delta}$ are disjoint).
But $P(S)=1$, thercfore,
$\mathrm{P}(\mathrm{A})+\mathrm{P}(\overline{\boldsymbol{A}})=1$
Or $\mathrm{P}(\bar{A})=1-\mathrm{P}(\Lambda)$.
Theorem 3: If $A=B$, then $P(A) \approx P(B)$.
Proof: We know that if $\mathrm{A}=\mathrm{B}$, then
$B=A U(B-A)$ (here we may use the notation $B / A$ )
So, $\mathrm{P}(\mathrm{B})=\mathrm{P}(\mathrm{A})+\mathrm{P}(\mathrm{B}-\mathrm{A})$
But from axiom $\mathrm{i}, \mathrm{P}(\mathrm{B}-\mathrm{A}) \geq 0$
$\therefore P(B) \geq P(A)$.

Theorem 4: If $A$ and $B$ are any two events, then
$P(A-B)=P(A)-P(A B)$
Proof: We can write, $A=(A \cap B) U(A-B)$
But $(\mathrm{A} \overline{\bar{\circ}} \mathrm{B})$ and $(\mathrm{A}-\mathrm{B})$ are disjoint and according to axiom (iii).
$P(A)=P(A \bar{\theta} B)+P(A-B)$.
$\operatorname{Or} P(\Lambda-B)=P(\Lambda)-P(\Lambda \square B)$.
Theorem 5 : (Addition Theorem)
If $A$ and $B$ are any two events, then

$$
P(A \cup B)=P(A)+P(B)-P(A \square B)
$$

Proof: We can write, $\mathrm{AUB}=\mathrm{BU}(\mathrm{A}-\mathrm{B})$. But B and $(\mathrm{A}-\mathrm{B})$ are disjoint and therefore, by axiom (iii),
$P(A \cup B)=P(B)+P(A-B)$.
Also, from theorem 4, $\mathrm{P}(\mathrm{A}-\mathrm{B})=\mathrm{P}(\mathrm{A})-\mathrm{P}(\mathrm{A} \square \mathrm{B})$
Hence, $\mathrm{P}(\mathrm{AUB})=\mathrm{P}(\mathrm{B}) \mid \mathrm{P}(\mathrm{A}-\mathrm{B})$
$=P(B)+P(A)-P(A \cap B)$
This theorem is known as addition theorem and it can be extended to any number of events as follows:

Theorem 6: (Addition Theorem in case of $n$ events)
If $A_{1}, A_{2}, \ldots, A_{n}$ are any $n$ events, then
$\left.P\left(A_{1} U A_{2} U \ldots A_{2}\right)=\sum_{i=1}^{n} P\left(A_{1} \cap A_{j}\right)-\sum_{\psi+\infty}^{n} P\left(A_{1} \cap A_{1} \cap A_{2}\right)+\ldots \ldots-1\right)^{n-1} P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{N}\right)$

Proof: This theorem can be proved by the method of induction. For the events $\mathrm{A}_{1}$ and $\mathrm{A}_{2}$ we have from theorem 5,

$$
\begin{aligned}
& P\left(\Lambda_{1}\left(S_{2}\right)=P\left(\Lambda_{1}\right)+P\left(\Lambda_{2}\right)-P\left(\Lambda_{1} \cap \Lambda_{2}\right)\right. \\
& =\sum_{i=1}^{2} P\left(\Lambda_{1}\right)+(-1)^{2-1} P\left(\Lambda_{1} \cap \Lambda_{2}\right)
\end{aligned}
$$

Hence the theorem is true for $n=2$.
Now, suppose the theorem is true for $n=r$, say
Then,
$P\left(A_{1} \cup A_{2} U \ldots . . U A\right)=\sum_{i=1}^{r} P\left(A_{1}\right)-\sum_{V=1 \infty \perp 1}^{r} P\left(A_{1} \cap \Delta\right)+\ldots+(-1)^{r-1} \quad P\left(A_{1} \cap A_{2} \cap \ldots \cap A_{1}\right)$
Now,
$\left.P\left(A_{1} \cup A_{2}, \ldots, U A_{r} U A_{r+1}\right)=P\left(A_{1} \cup A_{2} U \ldots, U A_{1}\right) \cup A_{r+1}\right)$

$$
\begin{aligned}
& =P\left(\Lambda_{1} U \Lambda_{2} U \ldots U A_{p}\right)+P\left(\Lambda_{r+1}\right)-P\left(\Lambda_{1} \cap A_{r+1}\right) U\left(A_{2} \cap \Lambda_{r+1}\right) \ldots U\left(\Lambda_{r} \cap \Lambda_{r+1}\right) \\
& =\sum_{i=1}^{r} P\left(\Lambda_{1}\right)-\sum_{U \Lambda_{1}, ~}^{+} P\left(\Lambda_{1} \cap \Delta_{p}\right)+\ldots(-1)^{r} P\left(\Lambda_{1} \cap \Lambda_{2} \cap \ldots \Lambda_{r+1}\right) \\
& +P\left(\Lambda_{r+1}\right)-\sum_{i=1}^{m} P\left(\Lambda \Omega \Lambda_{r+1}\right)+\sum_{U N+\infty}^{M} P\left(\Delta \Omega \Omega \Omega \Lambda_{r+1}\right)+\ldots+(-1)^{r} P\left(\Lambda_{1} \Omega \Omega_{r} \Omega \Omega \Lambda_{r+1}\right) \\
& =\sum_{i=1}^{r+1} P(\Lambda)-\sum_{\psi=1 \infty}^{r+1} A\left(\Lambda_{1} \cap \Lambda_{1}\right)+\ldots . .+(-1)^{r} P\left(\Lambda_{1} \cap \Lambda_{2} \cap \ldots \Lambda_{r+1}\right)
\end{aligned}
$$

Hence, if the theorem is true for $n=r$, it is also true for $n=r+1$. But we have proved that the theorem is true for $n=2$. Hence by the method of induction, the theorem is true for all positive integer values of $n$.

Corollary 1 : If A and B are two mutually exclusive events, then, $P(A \cup B)=P(A)+P(B)$.

Corollary 2 : If $\Lambda_{1}, \Lambda_{2}, \ldots \Lambda_{\mathrm{a}}$ are n mutually exclusive events,
Then $P\left(A_{1}\right.$ U $A_{2} \ldots$ U $\left.A_{D}\right)=P\left(A_{1}\right)+P\left(A_{2}\right)+\ldots+P\left(A_{D}\right)$

Conditignal Probability :
So far, we have assumed that no information was available about the experiment other than the sample space while calculating the probabilities of events. Sometimes, however, it is known that an event A has happened. How do we use this information in making a statement concerning the outcome of another event B ?

Consider the following examples.
Ex.1: Draw a card from a well-shuffled pack of cards. Define the event $A$ as getting a black card and the event $B$ as getting a spade card. Here $P(A)=1 / 2$ and $P(B)=1 / 4$. Suppose the drawn card is a black card then what is the probability that card is a spade card? That is, if the event $A$ has happened then what is the probability of $B$ given that $A$ has already happened? This probability symbolically we write as $\mathrm{P}(\mathrm{B} / \mathrm{A})$. In the given example,
$P(B / A)=\frac{1}{2}=\frac{P(A \cap B)}{P(A)}=\frac{(1 / 4)}{(1 / 2)}$

Because probahility of simultanenus nccurrence of $A$ and $B$ is $1 / 4$ and probability of $A$ is $1 / 2$.

Ex.2: Let us toss two fair coins. Then the sample space of the experiment is $S=\{$ IIII, IIT, $T H, T T\}$. Let event $\mathrm{A}=\{$ both coins show same face $\}$ and $\mathrm{B}=\{$ at least one coin shows H $\}$. Then $P(A)=2 / 4$. If $B$ is known to have happencd, this information assurcs that TT cannot happen, and $\mathrm{P}\{\mathrm{A}$, conditional on the information that B has happened $\}=$

$$
P(A / B)-1 / 3-\frac{1 / 4}{3 / 4}
$$

$=\frac{P(A \cap B)}{P(B)}$
In the above two examples, we were interested to find the probability of one event given the condition that the other event has already happened. Such events based on some conditions are known as conditional events. In the above examples $\mathrm{B} / \mathrm{A}$ and $\mathrm{A} / \mathrm{B}$ are the conditional events. The probability of a conditional event is known as conditional probability of that event. We write the conditional probabilities as $P(A / B), P(E F)$, etc.

Definition of conditional probability : The conditional probability of an event $A$, given $B$, is denoted by $\mathrm{P}(\mathrm{A} / \mathrm{B})$ and is defined by
$P(A / B)=\frac{P(A \cap B)}{P(B)}$

Where $\mathrm{A}, \mathrm{B}$ and $\mathrm{A} \cap \mathrm{B}$ are events in a sample space S , and $\mathrm{P}(\mathrm{B}) \neq 0$.
From the definition of conditional probability we know that
$P(A / B)=\frac{P(A \cap B)}{P(B)}$
Therefore, we can write from the above
$P(A \cap B)-P(B) P(A \cdot B)$
Also, we know that $P(A \cap B)=P(B \cap A)$ and
$P(B \cap A)=P(A) P(B / A)$
Hence we can write
$P(A \cap B)=P(A) P(B / A)$ or $P(B) P(A / B)$ :
The above result is known as multiplication law of probabilities in case of two events.

Multiplication Theorem of Probabilities: If $A$ and $B$ arc any two crents of a sample spacc S, then $P(A \not \subset B)-P(A) P(B / A)$ or $P(B) P(A / B)$ :

The above theorem can be extended to any n events as follows :
If $\mathrm{A}_{1}, \mathrm{~A}_{2}, \ldots, \mathrm{~A}_{\mathrm{n}}$ are any n events, then

$$
P\left(A_{1} \cap A_{2} \ldots \cap A_{2}\right)=P\left(A_{1}\right) P\left(A_{1} f A_{1}\right) P\left(A_{3} / A_{1} \cap A_{2}\right) \ldots \ldots\left(A_{0} / A_{1} \cap A_{2} \ldots \cap A_{\infty, 1}\right)
$$

This theorem can be proved by method of induction or generalization.
Baye's Theorem: If $\mathrm{E}_{1}, \mathrm{E}_{2} \ldots, \mathrm{E}_{\mathrm{n}}$ are mutually exclusive events with $\mathrm{P}\left(\mathrm{E}_{\mathrm{i}}\right) \neq 0,(\mathrm{i}=1,2, \ldots \mathrm{n})$ then for any arbitrary event $A$ which is a subset of $\int_{10} E_{1}$ such that $P(A)>0$, we have $P\left(E_{1} \mid A\right)=\frac{P\left(E_{\gamma_{0}} P\left(A / E_{i}\right)\right.}{\sum_{i=1}^{n} P\left(E_{j} P\left(N / E_{i}\right)\right.} \quad$ for all i.

Proof: Since $\mathrm{A} \subset{\underset{10}{x} E_{1} \quad \text { we have }}^{x}$.
$\left.\Delta=\Delta \cap\left(U_{1} E_{i}\right)=\sum_{i=1}^{*}\left(A \cap E_{i}\right)\right)$ (by distributive law).

Since $\left(A \cap E_{P}\right) \subset E_{1}($ for $\mathrm{i}=1,2, \ldots, \mathrm{n})$ are mutually exclusive events, we have by additiond theorem of probability
$\left.P(\Lambda)=P{ }_{i=1}^{*}(\Lambda \cap E)\right]=\sum_{i=1}^{n} P\left(\Lambda \cap E_{\gamma}\right)=\sum_{i=1}^{n} P\left(E_{\gamma}\right) P\left(\Lambda E_{\gamma}\right)$
(By multiplication theorem in case of two events.)
Also, we have
$P\left(A \cap E_{1}\right)=P(A) \quad P(E / \Delta) \quad$ and

$$
P\left(E_{1} / A\right)=\frac{P\left(\Lambda \cap E_{)}\right)}{P(\Lambda)}=\frac{P\left(E_{\gamma}\right) P\left(\Lambda / E_{\gamma}\right)}{P(\Lambda)}
$$

Hence, $P(E / \Lambda)=\frac{P\left(E_{\gamma}\right) P(A / E)}{\sum_{i=1}^{n} P\left(E_{\gamma}\right) P\left(A / E_{\gamma}\right)}$

This theorem is very useful in calculating the conditional probabilities in certain situations.
If $P(A \cap B)=P(A) P(B)$, then we see that $P(B / A)=P(B)$ and hence we say that the probability of $B$ is not depending upon the happening of $A$. That is the conditional probability of $B$ is same as the unconditional probability of $B$. Such events are called independent events.

Two cyents A and B are independent if and only if
$P(A \cap B)=P(A) P(B)$

Ex: Let two fair coins be tossed and let
$\Lambda=\{$ head on first coin $\}, B=\{$ head on the second coin $\}$.
Then $P(A)=P\{H H, H T\}=1 / 2$

$$
\begin{gathered}
\mathrm{P}(\mathrm{~B})=\mathrm{P}\{\mathrm{HH}, \mathrm{TH}\}=1 / 2 \text { and } \\
P(A / B)=\frac{P(A \cap B)}{P(B)}=\frac{1 / 4}{1 / 2}=1 / 2=P(A)
\end{gathered}
$$

Thus,
$P(A \cap B)=P(A) P(B)$.
and we know that the probability of getting head on the first coin does not depend upon the probability of getting head on the second coin. Hence A and B are independent. Also we see that the condition $P(A \cap B)=P(A) P(B)$ is both necessary and sufficient for those events $A$ and $B$ to be independent.

If there are three or more than three events, we will have the situation where every pair of these events are independent or the situation where the events in every set of events are independent. In the first case, we call the events as pairrise independent and in the second case we call as complete or mutual independent events.

## Geometric Probability :

Sample space can be countably finite or countably infinite or uncountably finite or uncountably infinite depending upon the situation. If the sample space is countably finite, then it is easy to calculate the probability of any event by using either mathematical probability or axiomatic probability definition. Even if the sample space is countably infinite say $S$ - ( $e_{\text {b }}$ $e_{2}, \ldots$ ) we obtain a probability space assigning to each $\varsigma \in S$ is a real number $p$, called its probability, such that
$P_{i} \geq 0$ and $p_{1}+p_{2}+\cdots \square \sum_{i=1} p_{1}=1$
The probability $\mathrm{P}(\mathrm{A})$ of any event A is then the sum of the probabilities of its points.
Consider the sample space $S=\{1,2, \ldots\}$ of the experiment of tossing a coin till a head appears; here $n$ denotes the number of times the coin is tossed. A probability space is obtained by

$$
P(1)=1 / 2, \quad P(2)=1 / 4, \ldots, P(n)=\frac{1}{2^{1}}, \ldots \ldots
$$

But the calculation of probability of events regarding an uncountably finite or infinite sample space is not so easy.

Consider a situation of selecting a point at random on a line segment of length ' l '. Here the sample space is uncountably finite and the procedure to find the probability of any event in case of countable sample space is not applicable.

Consider another example. Suppose that two friends have agreed to meet at a certain place between 9 a.m. to $10 \mathrm{a} . \mathrm{m}$. They also agreed that each would wait for a quarter of an hour and, if the other did not arrive, would leave. What is the probability that they meet?

In the above example also both the sample space and the given event are uncountable and the ordinary procedures of calculation of probability are not applicable. So we need different procedure in such cases.

If the sample space is uncountably finite, we present that sample space by some geometrical measurement, $m(S)$ such as length, area of volume, and in which a point is selected at random. The probability of an event A, i.e. the selected point belongs to A , is then the ratio of $m(A)$ to $m(S)$ is
$P(A)=\frac{\text { length of } A}{\text { Length of } S}$ or $P(A)=\frac{\text { area of } A}{\text { area of } S}$ Or $P(A)=\frac{\text { volvene of } A}{\text { volwee of } S}$
Such probability is known as 'geometrical probability'.

## Solved Problems :

1. A bayg contains 5 red, 4 white and 3 blue balls. What is the probability that two balls drawn are red and blue?

Sol : Total number of balls $=5+4+3=12$
The number of ways of drawing two balls out of 12 balls $=12^{c} 2=\frac{12 \times 11}{2}=66$ ways
The number of ways of drawing 1 red ball out of 5 red balls $=5$ ways.
The number of ways of drawing 1 blue ball out of 3 blue balls $=3$ ways.
The number of ways of drawing 1 red ball out of 5 red balls and 1 blue ball oul of 3 blue bails $=5 \times 3=15$ ways.

The required probability $=15 / 66=5 / 22$, by using Mathematical probability definition.
2. If the letters of the word 'STATISTICS' are arranged at random to form words, what is the probability that three S's come consecutively?

Sol: Total no. of letters in the word 'STATISTICS' $=10$. Total no. of arrangements of these 10 letters in which 3 are of one kind (viz S) , 3 are of second kind (viz. T), 2 are of third kind
(viz $), 1$ of fourth kind (viz. A) and 1 of fifth kind (viz. C).

Following are the 8 possible combinations of 3 S's coming consecutively.
i) in the first three places
ii) in the second, third and fourth places
iii) in the eighth, ninth and tenth places

Since in each of the above cases, the total number of arrangements of the remaining 7 letiors, viz TITIAAC of which 3 are of one kind, 2 of second kind, 1 of third kind and 1 of fourth kind

$$
\begin{aligned}
& =\frac{71}{3!2!11 \quad 11} \\
& \text { and the required number of favourable cases }=\frac{8 \times 7!}{3!2!11} 11
\end{aligned}
$$

Hence the required probability

$$
=\frac{\text { Favourable Cases }}{\text { Toia! No of cases }}=\frac{8 \times 7!}{31211111} / \frac{101}{3131211111}
$$

$$
\frac{-!\times 7!\times 3!}{10!}=\frac{1}{15}
$$

3. What is the probability that a leap year selected at random will contain 53 Sundays?

Sol: In a leap year, there are 366 days of 52 complete weeks and 2 days more. In order that a leap year selected at random should contain 53 Sundays, one of these extra 2 days must be Sunday. But there are 7 different combinations with these two extra 2 days viz. Sunday and Monday, Monday and Tuesday, etc. Out of these 7 possible ways, only in 2 ways we are haring an extra Sunday.
$\therefore$ Required probability $=2 / 7$.
4. Two dice are thrown simultaneously. What is the probability of obtaining a total score of seven?

Sol: Six numbers $(1,2,3,4,5,6)$ are on the six faces of each die. Therefore, there are six possible ways of outcomes on the first die and to each of these ways, there corresponds 6 possible number of outcomes on the second die.

Hence the total number oi ways, $n=6 \times 6=36$. Now we will find out of these, how many are favourable to the toial score of 7 . This may bappen only in the following ways $(1,6)$, $(6,1),(2,5),(5,2),(3,4)$ ain $(4,3)$ that is, in six ways where first number of each ordered pair denotes the number on the first die and second number denotes the number on the second die.
$\mathrm{m}=6$.
Ience required probability $=\frac{\text { Pavourable No of Cases }}{\text { Total No of casaz }}$

$$
=\frac{m}{n}=\frac{6}{36}=\frac{1}{6}
$$

5. Two digits are selected at random from the digits 1 through 9. If the sum is even find the probability, $p$ that both numbers are odd.

Sol: If both numbers are even or if both numbers are odt, then the sum is even. In this problem, there are 4 even numbers $(2,4,6,8)$ and hence there are 49 ways to choose two even numbers. There are 5 odid numbers $(1,3,5,7,9)$ and hence there are $5^{\circ} 2$ ways to choose two odd numbers. Thus there are $4^{C} 2+5^{C} 2=16$ ways to choose two numbers such that their sum is even. Since 10 of these ways occur when both numbers are odd, the required probability,

$$
p=\frac{10}{16}=\frac{5}{8}
$$

6. Six boys and six girls sit in a row randomly. Find the probability that a) the six girls sit together, b) the boys and gir's sit alternately.

Sol: a) Six girls and six boys can sit at random in a row in 12 ways. Consider six girls as one object and the six boys as six different objects. Now these seven objects can be arranged in 7 ! different ways. But the six girls in the first object can be arranged in 6 ! ways. Thus the favourable number of cases to the event of sitting all girls together is $7!6!$ ways.

Therefore, the required probability $=\frac{\text { Favorrable No of Cares }}{\text { Total No of Cares }}=\frac{7!6!}{12!}=\frac{1}{132}$
b) Since the boys and girls can sit alternately in $6!6$ ! ways if we begin with a boy and similarly they can sit alternately in $6!6$ ! ways if we begin with a girl. Thus the total number of ways sitting the boys and girls alternately $=2 \quad 6!\quad 6!$.
$\therefore$ The required probability $=\frac{\text { Fovouroble No of Ceres }}{\text { Total No of Cases }}=\frac{26!6!}{12!}=\frac{1}{462}$
7. Out of $(2 n+1)$ tickets consecutively numbered, three are drawn at random. Find the chance that the numbers on them are in A.P.

Sol: Suppose that the smallest number among the three drawn is 1 . Then the groups of three numbers in A.P. are $(1,2,3),(1,3,5),(1,4,7) \ldots .,(1, \mathrm{n}+1,2 \mathrm{n}+1)$ and they are n in number.

Similarly, if the smallest number is 2 , than the possible groups are $(2,3,4),(2,4,6), \ldots(2, n \mid 1$, $2 \mathrm{n})$ and their number is $\mathrm{n}-1$. If the lowest number is 3 , the groups are $(3,4,5),(3,5,7), \ldots(3$, $\mathrm{n}+2,2 \mathrm{n}+1$ ) and their number is $\mathrm{n}-1$.

Similarly, it can be seen that if the lowest numbers selected are $4,5,6, \ldots, 2 n-2,2 \pi-1$, the number of selections respectively are $(n-2),(n-2),(n-3),(n-3), \ldots, 2,2,1,1$. Thus the favourable ways for the selected three numbers are in A.P.

$$
\begin{aligned}
& =2(1+2+3+\ldots+n-1)+n \\
& =\frac{2(n-1) n}{2}+n=n^{2}
\end{aligned}
$$

Also the total number of ways of selecting three numbers out of $(2 n+1)$ numbers

$$
=\binom{2 n+1}{3}=\frac{(2 n+1)(2 n)(2 \pi-1)}{1 \cdot 2 \cdot 3}=\frac{n\left(4 n^{2}-1\right)}{3}
$$

Hence the required probability $=\frac{\text { Favourable No of cases }}{\text { Total No of cares }}=\frac{n^{2}}{n\left(4 n^{2}-1\right) / 3}=\frac{3 n}{4 n^{2}-1}$
8. If a coin is tossed $(m+n)$ times $(m>n)$, then show that the probability of at least $m$ consccutive heads is $\frac{n+2}{2^{m+1}}$.
Sol: Let us denote by $H$ the appearance of head and by $T$ the appearance of tail and let $X$ cenole the appearance of head or tail. Now $P(H)=P(T)=1 / 2$ and $P(X)=1$.

Suppose the appearance of $m$ consecutive heads starts from the first throw, we bave
(H H H....m times) (X X ...... n times)
The chance of this event $=(1 / 2,1 / 2 \ldots . \mathrm{m}$ times $)=\frac{1}{2 m}$
If the sequence of $m$ consecutive heads starts from the second throw, the first must be a tail and we have

T (HH.... m times) (XX...(n-1) times)

The chance of this event $=1 / 2(1 / 2,1 / 2 \ldots \mathrm{~m}$ times $)=\frac{1}{2^{\text {m }}}$
If the sequence of $m$ consecutive heads starts from the $(r+1)$ th throw, the first $(r-1)$ throws may be head or tail but rth throw must be tail and we have

The probability of this event $=\frac{1}{2} \frac{1}{2^{m}}=\frac{1}{2^{n+1}}$

In the above case, $r$ can take any value from $1,2, \ldots n$. Since all the above cases are munally exclusive, the required probability when r takes $0,1,2, \ldots$ n

$$
\begin{aligned}
& =\frac{1}{2^{n}}+\left(\frac{1}{2^{m+1}}+\frac{1}{2^{m+1}}+\ldots \ldots n x\right) \\
& =\frac{n+2}{2^{x+1}}
\end{aligned}
$$

Hence the result.
9. What is the probability that in a group of N people, at least two of them will have the same birthday?

Sol: We first find the probability that no two persons have the same birthday and then subtract from 1 to get the required probability. Suppose there are 365 different birthdays possible in a year (excluding leap year).

Any person might have any of these 365 days of the year as birthday. A second person may likewise have any of these 365 birthdays and so on. Hence the total number of wass of N pcople to have their birthdays $=(365)^{\mathrm{N}}$.

But the number of possible ways for none of these N birthdays to coincide is $=$
365. 364 ....(365- $\overline{N-1}$ )

$$
=\frac{(365)!}{(365-N)!}
$$

The probability that no two birthdays coincide is
$\frac{(365) H}{(365-N) \mid} /(365)^{N}$
Hence the required probability (for at least two people to have the same birthday)

$$
=1-\frac{(365) \mid}{(365-N)!(365)^{v}}
$$

10. A and B are two independent witnesses (i.c. there is no collusion between them) in a case. The probability that $A$ will speak the truth is $x$ and the probability that $B$ will speak the truh is $y$. A and $B$ agree in a certain statement. Slow that the probability that the statement is true is $x y /(1-x-y+2 x y)$.

Sol: A and B agree in a certain statement means either both of them speak truth or make false statement. But the probability that they both speak truth is $x y$ and both of them make false statement is $(1-x)(1-y)$.

Thus the probability of their agreement in a statement

$$
=x y+(1-x)(1-y)=1-x-y-2 x y
$$

Therefore, the conditional probability of their statement is true $=\frac{x y}{1-z-y+z y}$
(by using the definition $P(A / B)=\frac{P(A \cap B)}{P(B)}$, where $A$ is the event of correct statement and
$B$ is the event of common-statement).
11. Two friends have agreed to meet at a certain place between nino and ten O' clock They also agreed that each would wait for a quarter of an hour and, if the other did not arrive, would leave. What is the probability that they meet ?

Sol: Suppose $x$ is the moment one person arrives at the arpointed place, and $y$ is the moment the other arrives.

Let us consider a point with coordinates ( $x, y$ ) on a place as an outcome of the rendezvous.
Every possible outcome is within the area of square having side corresponds to an hour as shown in the figure.

The outcome is favourable (the two meet) for all points ( $x, y$ ) such that $|x-y| \leq 1 / 4$. These points are within the shaded part of the square in the above figure 1 .

All the outcomes are exclusive and equally possible, and therefore, the probability of the rendezvous equals the ratio of the shaded area to the area of the square. That is, $m(A)=7 / 16$ and $m(S)=1$.

Hence by geometric probability, the required probability $=\frac{m(1)}{m(S)}=\frac{7 / 16}{1}=\frac{7}{16}$
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## Exercises:

1. A factor of 60 is chosen at random. What is the probability that it has factors of both 2 and 5 ?
2. The numbers 3,4 and 5 are placed on three cards and then two carls are chosen at random.
a) The two cards are placed side-by-side with a decimal point in front. What is the probability that the decimal is more than $3 / 8$ ?
b) One card is placed over the other to form a fraction. What is the probability that the fraction is less than 1.5 ?
c) If there are 4 cards with numbers $3,4,5$ and 6 , then what are the probabilities of the above two cases?
3. A vertex of a paper isosceles triangle is chosen at random and folded to the midpoint of the opposite side. What is the probability that a trapezoid is formed?
4. A vertex of a paper square is folded onto another vertex chosen at randorn. What is the probability that a triangle is formed?
5. Three randomly chosen vertices of a regular hexagon cut from paper are folded to the centre of the hexagon. What is the probability that an equilateral triangle is formed?
6. A piece of string is cut at random into two pieces. What is the probability that the short piece is less than half the length of the long piece?
7. A paper square is cut at random into rectangles. What is the probability that larger perimeter is more than $1 \frac{1}{2}$ times the smaller?
8. The numbers 2,3 and 4 are substituted at random for $\mathrm{a}, \mathrm{b}, \mathrm{c}$ in the equation $\mathrm{ax}+\mathrm{b}=$ c.
9. Each coefficient in the equation $a x^{2}+b x+c=0$ is determined by throwing an ordinary die. Find the probability that the equation will have real roots.
10. The numbers 1,2 and 3 are substituted at random for $\mathrm{a}, \mathrm{b}$ and c in the quadratic equation $a x^{2}+b x+c=0$.
a) What is the probability that $a x^{2}+b x+c=0$ can be factored?
b) What is the probability that $a x^{2}+b x+c=0$ has rcal roots?
11. Two faces of a cube are chosen at random. What is the probability that they are in parallel planes?
12. Three edges of a cube are chosen at random. What is the probability that each eige is perpendicular to the other two?
13. A point $P$ is chosen at random in the interior of square $A B C D$. What is the probability that triangle ABP is acute?
14. Find the probability of the event of the sine of a randomly chosen angle is grea:ar than 0.5 .
15. Suppose you ask individuals for their random choices of letters of the alphabet. Fow many people would you need to ask so that the probability of at least cae duplication becomes better than 1 in 2 ?
16. Six boys and six girls sit in a row randomly. Find the probability that i) the six cils sit together, ii) the boys and girls sit alternately?
17. If the letters of the word 'MATHEMATICS' are arranged at random, what is tre probability that there will be exactly 3 lellers beiween H and C ?
18. The sum of two non-negative quantities is equal to $2 n$. Find the probability that teeir product is not less than $3 / 4$ times their greatest product.
a) What is the probability that the solution is negative?
b) If c is not 4 , what is the probability that the solution is negative?
19. If A and B are independent events then show that $\bar{\Delta}$ and $\bar{B}$ are also indepenciant events.
20. Cards are dealt one by one from well-shuffled pack of cards until an ace appens., Find the probebility of the event that exactly $u$ cards are dealt before the first 30 e appears.
21. If four squares are chosen at random on a chess-board, find the chance that they should be in a diagonal line.
22. Prove that if $P(A / B)<P(A)$ then $P(B / A)<P(B)$ ?
23. If n people are seated at a round table, what is the chance that the two named individuals will te next to each other?
24. A and B are two very weak students of Mathematics and their chances of solving a problem correctly are $1 / 8$ and $1 / 12$ respectively. If the probability of their making common mistake is $1 / 1001$ amd they obtain the same answer, find the chance that their answer is correct.
25. A bag contains an unknown number of blue and red balls. If two balls are drawn at random, the probability of drawing two red balls is five times the probability of drawing two blue balls. Furhermore, the probability of drawing one ball of each colour is six times the probability of drawing two blue balls. How many red and blue balls are there in the bay?
26. A thief has a bunch of a keys, exactly one can open a lock. If the thief tries to open the lock by trying the keys at random, what is the probability that he requires exactly $k$ attempts, if he rejects the keys already tried? Find the probability of the same event when he does not reject the keys already tried.
27. A problem in Mathematics is given to three students and their chances of solving it are $1 / 2,1 / 3$ and $1 / 2$. What is the probability that the problem will be solved?
28. A bay A contains 3 white balls and 2 black balls and uther bay B cuntains 2 whito and 4 black halls. A hag and a hall nut of it are picked at random. What is the prohahility that the ball is white?
29. Cards are drawn one-by-one at random from a well-shuffled pack of 52 cards until 2 aces are obtained for the first time. If N is the number of cards required to be drawn, then show that
$P(N=n)=\frac{(n-1)(52-n)(51-n)}{50.59 \cdot 17.13}$

Where $2 \leq n \leq 50$.
30. $A, B, C$ are events such that
$P(A)=0.3, P(B)=0.4, P(C)=0.8, P(A \cap B)=0.08, \quad P(A \cap C)=0.28$,
$P(A \cap B \cap C)=0.09$
If $\mathrm{P}(\mathrm{AUBUC}) \geq 0.75$, then show that $\mathrm{P}(\mathrm{B} \cap \mathrm{C})$ lies in the interval $(0.23,0.48)$.
31. A man takes a step forward with probability 0.4 and backwards with probability 0.6 . Find the probability that at the end of eleven steps, he is one step away from the starting point.
32. Huyghens Problem. $A$ and $B$ throw alternately a pair of dice in that order. A wins if he scores 6 points before $B$ gets 7 points, in which case $B$ wins. If $A$ starts the game, what is his probability of winning?
33. A Doctor goes to work following one of three routes $A, B, C$. His choice of route is independent of the weather. If it rains, the probabilities of arriving late, following $\mathrm{A}, \mathrm{B}, \mathrm{C}$ are $0.05,0.15,0.12$ respectively. The corresponding probabilities, if it does not rain, are $0.05,0.10,0.15$.
a) Given that on a sunny day he arrives late, what is the probability that be took route C?? Assume that, on average, one in every four days is rainy.
b) Given that on a day he arrives late, what is the probability that it is a rainy day.
34. Bonferroni's Inequality. Given $n(>1)$ events $A_{1}, A_{2} \ldots A_{2}$ show that

$$
\sum_{i=1}^{n} P\left(A_{p}\right)-\sum_{k} P\left(A_{i} \cap A_{j}\right) \leq P \sum_{t a}^{x} \cdot\left(A_{p}\right) \leq \sum_{i=1}^{n} P\left(A_{p}\right)
$$

35. Show that for any $n$ events $A_{1}, A_{2}, \ldots, A_{\square}$
i) $P\left(\bigcap_{1=1}^{*} A,\right)_{2} 1-\sum_{i=1}^{\dot{N}} P(\bar{A})$
ii) $P\left(\bigcap_{1 M}^{N} A_{p}\right)=\sum_{i=1}^{n} P(A)-(n-1)$
36. If A and B are mutually exclusive and $\mathrm{P}(\mathrm{AUB}) \neq 0$, then prove that

$$
P(A / A \cup B)=\frac{P(A)}{P(A)+P(B)}
$$

37. If 2 n boys are divided into two equal groups, find the probability that the two tallest boys will be a) in different subgroups, and b) in the same subgroup.
38. A small boy is playing with a set of 10 coloured cubes and 3 empty boxes. If he puts the 10 cubes into the 3 boxes at random, what is the probability that he puts 3 cubes in one box, 3 in another box, and 4 in the third box ?
39. The sample space consists of the integers from 1 to 2 n , which are assigned probabilities to their logarithms. A) Find the probabilities, b) Show that the conditional probability of the integer 2 , given that an cren integer occurs is

$$
\frac{\log 2}{n \log 2+\log n 1}
$$

40.a) Each of $n$ boxes contains four white and six black balls, while another box contains

Fie white and five black balls. $\Lambda$ box is chosen at random from the ( $n+1$ ) boxes, and two balls are drawn from it, both being black. The probability that five white and three bleck balls remain in the chosen box is 1/7. Find $n$.

40b). A point is selected at random inside a circle. Find the probability p that the point is closer to the centre of the circle than to its circumference.
41. What is the probability that two numbers chosen at random will be prime to each other?
42. In throwing $n$ dice at a time, what is the probability of having each of the points $1,2,3,4,5,6$ appears at least once ?
43. A bag contains 50 tickets numbered $1,2,3, \ldots, 50$ of which five are drawn at random and arranged in ascending order of magnitude ( $x_{1}<x_{2}<x_{3}<x_{4}<x_{5}$ ), what is the probability that $\mathrm{X}_{3}=30$ ?
44. Of the three independent events, the probability that the first only to happen is $1 / 4$, the prubability that the second only to happen is $1 / 8$ and the third unly to happen is $1 / 12$. Obtain the unconditional probabilities of the three events.
45. What is the least number of persons required if the probability exceeds $1 / 2$ that two or more of them have the same birthday (year of birth need not match)?
46. If $m$ things are distributed among ' $a$ ' men and ' $b$ ' women, then show that the chance that the number of things reccived by men is

$$
\frac{1}{2} \frac{(b+a)^{*}-(b-a)^{m}}{(b+a)^{m}}
$$

47. A pair of dice is rolled until either 5 or a 7 appears. Find the probability that a 5 occurs first.
48. In a certain standard tests I and II, it has been found that $5 \%$ and $10 \%$ respectively of $10^{3}$ grade students earn grade A. Comment on the statement that the probability is $\frac{5}{100} \frac{10}{100}=\frac{1}{200}$ that a $10^{d}$ grade student chosen at random will eam grade A on both tests.
49. A bag contains three coins, one of which is coined with two heads while the other tho coins are fair. A coin is chosen at random from the bag and tossed four times in succession. If head turns up each time, what is the probability that this is the two headed coin?
50. A man stands in a certain position (which we may call the origin) and tosses a fair coin. If a head appenrs he moves one unit of length to the left. If a tail appears, he moves one unit to the right. After 10 tosses of the coin, fiat are his possib. positions and what are the probabilities?
51. There are 12 comparments in a train going from Madras to Bangalore. Five frienas travel by the train for some reasons could not meet each other at Madras statio.. before getting aboard. What is the probability that the five friends will be L different comparments?
52. The numbers $1,2,3,4,5$ are written on five cards. Three cards are draun in succession and at random from the deck, the resulting digits are nritten from left to righ. What is the probability that the resulting three digits number will be even?
53. Suppose $n$ dice are thrown at a time. What is the probability of getting a sum ' $S$ ' of points on the dice?
54. A certain mathematician always carries two match boxes, each time he wants a match stick he selects a box at random. Inevitably, a moment comes when he finds a box emply. Find the probability that the movernend the first bux is empty, the secumu contains exactly' r match sticks (assume that each hox contain N match-stick. initially).
55. There are 3 cards identical in size. The first card is red both sides, the second one is black both sides and the third one red one side and black other side. The cards art mixed up and placed flat on a table. One is picked at random and its uppe (visibic) side was red. What is the probability that the uther side is black?
56. N different objects $12, \ldots, n$ are distributed at random in n places marked $1,2, \ldots \mathrm{n}$. Find the probability that none of the objects occupies the flace corresponding $u$ its number.

Answers:

1. $1 / 2$
2. A) $2 / 3$ b) 56 c) $3 / 4,3 / 4$
3. $1 / 3$
4. $1 / 3$
5. $1 / 10$
6. $2 / 3$
7. $2 / 5$
$\begin{array}{lll}\text { 8. } & \text { a) } 1 / 2 & \text { b) } 3 / 4\end{array}$
8. $43 / 216$
$\begin{array}{ll}\text { 10. a) } 1 / 3 & \text { b) } 1 / 3\end{array}$
9. $1 / 5$
10. $2 / 55$
11. $I-\pi / 8=0.6073$
12. $2 / 3$
13. 7
14. i) $\frac{7!6!}{12!}$
ii)
$\frac{2(6!)^{2}}{12!}$
15. $7 / 55$
16. $1 / 2$
17. $\frac{4(517)(50-7)(49-7)}{52.51 .50 .49}$
18. $\frac{91}{158844}$
19. $\frac{2}{n-1}$
20. $13 / 24$
21. Red $=6$, Blue $=3$
22. $1 / n, 1 / n\left(1-\frac{1}{n}\right)^{k-1}$
23. $3 / 4$
24. 7/15
25. $(0.4)^{5}(0.6)^{5}$
26. $30 / 61$
27. 

a) 0.5
b) $41 / 131$
37.
a) $\frac{\pi}{2 n-1}$
b) $\frac{n-1}{4 n-2}$
38. $\frac{3}{3!\quad 3!} 41 \quad 3^{10}$
39.
a) $\mathrm{K} \log 2 \mathrm{i}$
b) $(\log 2 i)(n \log 2+\log n!)$
40.
a) 4
b) $1 / 4$
41. $\pi\left(1-\frac{1}{r^{2}}\right)=\frac{6}{x^{2}}$
42. $\quad 1-n\left(\frac{5}{6}\right)^{*}+\binom{n}{2}\left(\frac{4}{6}\right)^{*}-\binom{n}{3}\left(\frac{3}{6}\right)^{*}+\binom{n}{4}\left(n \frac{2}{6}\right)^{*}-\binom{n}{5}\left(\frac{1}{6}\right)^{*}$
43. $\frac{\binom{29}{2}\binom{20}{2}}{\binom{50}{2}}$
44. $1 / 2,1 / 3,1 / 4$
45. 23
47. $2 / 5$
49. $8 / 9$
50.

|  | -10 | -8 | -6 | -4 | -2 | 0 | 2 | 4 | 6 | 8 | 10 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Prob | $\left(\frac{1}{2}\right)^{-}$ | $\binom{10}{1}\left(\frac{1}{2}\right)^{*}$ | $\left(\begin{array}{l}10\end{array}\right)\binom{1}{1}^{-}$ | (19) $\left.\left.{ }^{(1)}\right)^{1}\right)^{-}$ | (嵒) $)^{\frac{1}{2}} 0^{\circ}$ | $\left({ }^{10}{ }^{10}\right)^{1}\left(\frac{1}{2}\right)^{\circ}$ | ( ${ }^{(0)}$ ( $\left(\frac{1}{2}\right)^{\prime}$ | ( ${ }^{\text {a }}$ ) ( $\left(\frac{1}{2}\right)^{*}$ | $\left({ }^{(0)}\right)^{\left(\frac{1}{2}\right)^{\circ}}$ | $\left({ }^{(0)}\left(\frac{1}{2}\right)^{*}\right.$ | $\left(\frac{1}{2}\right)^{*}$ |

51. 55/144
52. $1 / 5$
53. $\left.(-1)^{k}\binom{n}{k}\binom{s-6 k-1}{n-1} \right\rvert\, 6^{n}$
54. $\frac{\binom{2 n r}{n}}{22 \pi 7}$
55. $1 / 2$
56. $\frac{1}{2!}-\frac{1}{3!}+\frac{1}{4!}=\ldots+(-1)^{n} \frac{1}{n!}$.

## RANDOM VARIABLES AND PROBABILITY DISTRIBUTIONS

In the earlier pages, the idea of a function, subject to certain postulates, which assigned weights called probabilities, to the points of the sample space, was introduced. We then fad a probability function which allowed us to compute probabilities for events. Now we deal with the concept of Random Variable.

## Random Variable :

Scientific theories on models are nur way of depicting and explaining how ohservations come about Such theories are simplified statements containing essential features and make for easier comprehension and communication. In statistics, we use a mathematical approach since ive quantify our observations. Random variable is the result of such mathematical approach dealing with the probabilities assigning to different events of a random experiment. The set of possible outcomes for a random experiment can be described with the help of a real-valued variable by assigning a single value of this variable to each outcome. For a two coin tossing experiment, the outcomes are two tails, a tail and a head, a head and a tail, of two heads. The sample space can be represented as (TT, TH, HT, HH). Here we express the outcomes by using the number of heads and so assigning the values $(0,1,1,2)$ respectively to those outcomes. Therefore, the outcomes of this experiment can be denoted by the different values of the real-valued variable viz. $0,1,2$.

Any function or association that assigns a anique, real value to each sample point is called a chance or random variable. The assigned values are the values of the random variable.

Random variables are symbolised by capital letters, most of $X$, and their values by lower case letters. The outcome of a random experiment determines a point i.e., the sample space, called the dumain of the rankium variable, and the function transfurm each sample point to one of a set of real numbers. This set of real numbers is called the range of the random variable. If the sample space is discrete, then the outcomes will be denoted by certain discrete values. The randorn variable associated with a discrete sample space is known as discrete random variable. Similarly, the random variable associatcd with continous sample space is known as continuous random variable.

## Probability Function :

The association of probabilities with the various values of a discrete randon variable is done by reference to the probabilities in the sample space and through a system of relationships or a function is called a probability set function or, simply, a probability function.

Let the discrete random variable X assume the values $\mathrm{x}, \mathrm{x}_{2} \ldots \mathrm{x}_{\mathrm{n}}$ Then the system of relations can be written as

$$
\mathrm{P}\left(\mathrm{X}=x_{i}\right)=p_{i}
$$

This is read as 'the probability that the random variable X takes the value of $\mathrm{x}_{1}$ is $\mathrm{p}_{i}$. The set of ordered pairs ( $x_{i} p_{i}$ ) constitutes a probability function with numerical values to be provided for the $x_{i}$ and $p_{i}$ 's such that $p_{i}<0$ for all $i$ and $\sum_{1} p_{i}=1$.

A discrete probability function is a set of ordered pairs of valnes of a random variable and the corresponding probabilities.

For a two coin experiment, X takes the values $0,1,2$ with the probabilities $1 / 4,1 / 2,1 / 4$ respectively.

Sometimes probability function can be represented by a graph or a mathematical function. In case of above example, the X values and the corresponding probabilities can be represented with the help of the following graph.


Suppose $X$ assume the values 1 and 0 with the probabilities $p$ and $1-p$ respectively. This information can be given with the help of the following function $p(x)$ defined by

$$
P(x)=p^{x}(1-p)^{1-x}, x=0,1
$$

This type of function which gives the probabilities of the different values assumed by a random variable is known as probability mass function or simply probability function. Therefore, a function $p(x)$ is said to be a probability function of random variable or a distribution if
i) $p(x) \geq 0$ for all $x$.

$$
\sum_{x} p(x)=1
$$

where $p(x)$ denotes the probability of the events that the random variable X assumes the value x .

## Distribution Function :

The law of probability distribution of a random variable is the rule used to find the protability of the event related to a random variables. For instance, the probability that the variable assumes a certain value or falls in a certain interval. The general form of the distribution law is distribution function, which is the probability that a random variable X assumes a value smaller than a given $x$ i.e. $F(x)=P(X \leq x)$.

The distribution function $\mathrm{F}(\mathrm{x})$ for any random variable possesses the following properties :
i) $\quad F(-\infty)=0$
ii) $F(+\infty)=1$
iii) $F(x)$ does not decrease with an increase in $x$.

In the case of discrete random variable

$$
F\left(x_{2}\right)=\sum_{i=1}^{2} p\left(x_{i}\right)
$$

Where $x_{1}, x_{2} \ldots, x_{k} \ldots$ are the values of the random variabic. The graph of $F(x)$ in discrete random variable case is generally as shown below:


It is seen from the above figure that the graph of $F(x)$ is a 'step function' having jump $P\left(x_{1}\right)$ at $x=x_{1}$ and is constant between each pair of values of $x$. It can also be proved that
$F(x)-,F\left(x_{1-1}\right)=p\left(x_{1}\right)$

Therefore, distribution function can aiso be used to indicate the distribution of the random variable instead of probability function.

## Example:

A stufent is to match three historical events (Mahatna Gandhi's birth year, India's freedom, and first Word War) with three years ( $1947,1914,1869$ ). If he guesses, with no knowledge of the correct answers, what is the probability distribution of the number of answers he gets correctly?

Solution: Here the number of correct answers is the random variable, say X . Therefore, X assumes the values $0,1,2,3$ because there are three events to match with only three years. Suppose the events are $\mathrm{E}_{6} \mathrm{E}_{2} \mathrm{E}_{3}$ and the correspording correct years are $\mathrm{Y}_{1}, \mathrm{Y}_{2} \mathrm{Y}_{3}$. Student gets the correct answers when he she matches $E_{1}$ to $Y_{1}, E_{2}$ to $Y_{2}$ and $E_{3}$ to $Y_{3}$.

All matchings are wrong onfy when heishe matetes $\mathrm{E}_{7}$ to $\mathrm{Y}_{3} \mathrm{E}_{2}$ to $\mathrm{Y}_{3} \mathrm{E}_{3}$ to $\mathrm{Y}_{1}$ or $\mathrm{E}_{1}$ to $Y_{3}, E_{2}$ to $Y_{4}, E_{3}$ to $Y_{2}$. But the total possible matchings are 6. Therefore, the probability of all matchings to go wrong is $2 / 6=1 / 3$. That is, the probability' that X to take the value ' 0 ' is $1 / 3$.

Similarly X asswes the value ' 1 ' with probability $3 / 6(=1 / 2)$ the value ' 2 ' with 0 probability and the value ' 3 ' with $1 / 6$ probability.

So the probability distribution of the correct answers in the given matching is

| No of correct answers (x) | 0 | 1 | 2 | 3 |
| :--- | :--- | :--- | :--- | :--- |
| Probability | $1 / 3$ | $1 / 2$ | 0 | $1 / 6$ |

Example : Suppose a number is selected at random from the integers 10 through 30. Let X be the number of its divisors. Construct the probability function of X . What is the probability that there will be 4 or more divisors?

Solution : X is the number of divisors of randomly selected number from the integers 10 through 30. Therefore, X is a random variable. The possible values tht X assumes are :

2, 3,4,5,6 depending upon the selected number. For example, if the selected number is either $1,2,3,5,7,11,13,17,19$ then X takes the value 2 . Similarly when the selected number is $4,6,8,10,14,15 \mathrm{X}$ takes 4 . Therefore, the different values of X and the number of their appearances we get the following :

| X values | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| No of <br> appearances out <br> of 20 | 1 | 9 | 3 | 4 | 1 | 3 |

Now the required probability distribution is

| $x$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| $p(x)$ | $1 / 20$ | $8 / 20$ | $3 / 20$ | $4 / 20$ | $1 / 20$ | $3 / 20$ |

The probability of X to take 4 or more
$=\mathrm{P}(\mathrm{x}=4$ or 5 or 6$)=\mathrm{P}(\mathrm{x}=4)+\mathrm{P}(\mathrm{x}+5)+\mathrm{P}(\mathrm{x}=6)$

$$
=\frac{4}{20}+\frac{1}{20}+\frac{3}{20}=\frac{8}{20}=\frac{2}{5}
$$

Mean, Variance, Standard Deviation of the Random Variable.
Let X be a random variable with probability function as follows :

| $x$ | $x_{1}$ | $x_{2}$ | .. | .. | .. | $x_{2}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $p(x)$ | $p\left(x_{1}\right)$ | $p\left(x_{2}\right)$ | .. | .. | .. | $p\left(x_{2}\right)$ |

The mean of X is defined as

$$
\begin{gathered}
x_{1} p\left(x_{1}\right)+x_{2} p\left(x_{2}\right)+\ldots+x_{2}\left(n_{m}\right) \\
\sum_{n}^{n} x_{1} p\left(x_{p}\right) \text { or }
\end{gathered}
$$

This is also known as mean of the distribution and generally denoted by $\mu$.
The variance of X is defined as
$\sum_{i=1}^{n} x_{1}^{2} p\left(x_{i}\right)-\left[\sum_{i=1}^{n} x_{i} p\left(x_{i}\right)\right]^{2}$

$$
\sum_{i=1}^{n} x_{1}^{2} p\left(x_{p}\right)-\mu^{2}
$$

Where $\mu$ is the mean of X .
The variance is generally denoted by $\sigma^{2}$.
The standard deviation is the positive square root of variance and is denoted by $\sigma$.
Example : A single 6-sided die is tossed. Find the mean and variance of the number of points on the top face.

Solution : Let X representithe number of points on the top fane. The probability function of X is

| $x$ | 1 | 2 | 3 | 4 | 5 | 6 |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- |
| $p(x)$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ | $\frac{1}{6}$ |

The mear, $\mu$ is given by

$$
\begin{aligned}
& \sum_{1=1}^{n} x_{1} p\left(x_{1}\right)=x_{1} p\left(x_{1}\right)+x_{2} p\left(x_{2}\right) \ldots+x_{1} p\left(x_{n}\right) \\
& \text { Here } p=1 \cdot \frac{1}{6}+2 \cdot \frac{1}{6}+3 \cdot \frac{1}{6} \cdot 4 \cdot \frac{1}{6}+5 \cdot \frac{1}{6}+6 \cdot \frac{1}{6} \\
= & \frac{1}{6}(1+2+3+4+5+6) \\
= & \frac{1}{6} \frac{6 \times 7}{2}=\frac{7}{2}
\end{aligned}
$$

Variance, $\sigma^{2}$ is given by

$$
\sum_{i=1}^{2} x_{1}^{2} p\left(x_{t}\right)-\mu^{2} \text { where } \mu \text { is mean }
$$

Here

$$
\sum_{i=1}^{x} x_{1}^{2} p\left(x_{1}\right)=1^{2} \cdot \frac{1}{6}+2^{2}-\frac{1}{6}+3^{2}-\frac{1}{6}+4^{2} \cdot \frac{1}{6}+5^{2} \cdot \frac{1}{6}+6^{2} \cdot \frac{1}{6}
$$

$=\frac{1}{6}\left[b^{2}+2^{2}+3^{2}+4^{2}+5^{2}+6^{2}\right]$
$=\frac{1}{6} \frac{6 \times 7(2 \times 6 \times 1)}{6}=\frac{91}{6}$

Variance क $\sigma^{2}=\frac{91}{6}-\left(\frac{7}{2}\right)^{2} \quad\left(\because \mu=\frac{7}{2}\right)$
$=\frac{91}{6}-\frac{49}{4}=\frac{35}{12}$

## Exercises:

1. One cube with faces numbers $1,2,3,4,5$ and 6 is tossed twice, and the recorded outcome consists of the ordered pair of numbers on the hidden faces at the first and second tosses.
a) Let the random variable X takes on the value 0 if the sum of the numbers in the ordered pair is even and 1 if odd. What is the probability function for this random variable?
b) Iet the random variable $X$ takes on the value 2 if hoth numbers in the ordered pair are even, 1 if exactly one is even, and 0 if neither is even. What is the probability distribution of this random variable?
c) Let the random variable X be the number of divisors in the sum of the two faces. What is the probability function of X ?
2. Of six balls in a bag, two are known to be black. The balls are drawn one at a time from the bag and observed until both black balls are drawn. If X is the number of trials (draws) required to get the two black balls. Obtain the probability distribution of X
3. Suppose that the random variable $X$ bas possible values $1,2,3, \ldots$ and $P(x=j)=\frac{1}{2^{2}}$,
$j=1,2, \ldots$
i) compute $\mathrm{P}(\mathrm{x}$ is even $)$, ii) compute $\mathrm{P}(\mathrm{x}$ is divisible by 3$)$.
4. The probability mass function of a random variable X is zero except at the points $\mathrm{x}=$ $0,1,2$, . $1 t$ these points has the values $p(0)=3 c^{3}, p(1)=4 c-10 c^{2}$ and $p(2)=$ $5 \mathrm{c}-1$ for some $\mathrm{c}>0$.
i) Determine the value of c .
ii) Compute $\mathrm{P}(1<\mathrm{X} \leq 2)$.
iii) Descrithe the distribution function and draw its graph.
iv) Find the largest $x$ such that $F(x)<1 / 2$
5. Let $X$ denote the profits that a man makes in business. He may earn Rs. 3000 with probability 0.5 , tre may lose Rs. 5000 with probability 0.3 and he may neither ears por lose with probability 0.2. Calculate his average profits.
6. A man wins a rupee for head and loses a rupee for tail when a coin is tossed. Suppose that he tosses once and quits if he mins but tries once more if he loses on the first toss. What are his expected winnings ?
7. Three boxes contain respectively 3 red and 2 black balls, 5 red and 6 black balls and 2 red and 4 black balls. One ball is drang from each box. Find the average number of black balls drawn.
8. If the random variable, X takes the values $1,2, \ldots . \mathrm{n}$ respectively with probabilities $\frac{1}{n}, \frac{1}{n} \ldots . . \frac{1}{n}$ find the mein and variance or $X$

## Answers:

1. 

a) | X | Prob |  |
| :--- | :--- | :--- |
|  | 0 | $1 / 2$ |
| 1 | $1 / 2$ |  |
| b) | $X$ | Prob |
|  |  | $1 / 4$ |
| 1 | $1 / 2$ |  |
|  | $1 / 4$ |  |

c) $X \quad$ Prob
2 15/36
$3 \quad 1236$
$4 \quad 8 / 36$$6 \quad 1 / 36$
2.$X$ Prob$2 \quad 1 / 15$
$3 \quad 2 / 15$
$4 \quad 3 / 15$
$5 \quad 4 / 15$
$6 \quad 5 / 15$
3. i) $1 / 3$ ii) $1 / 7$
4. i) $1 / 3$ ii) $2 / 3$ iii) 1
5. 0
6. 0
7. $\frac{266}{165}$
8. $\quad$ Mean $=\frac{(n+1)}{2}, \quad$ Variance $=\frac{n^{2}-1}{12}$

## DISCRETE DISTRIBUTIONS

In the pretinus pares, we discussed ahout 'random variable', 'pmbahility function', etc. Here we discuss some theoretical discrete distributions in which variables are distributed according to some definite law which can be expressed mathematically.

Bernoulli Distribution : Suppose you want to study the probabiity of different events corresponding to tossing of a single coin experiment. The two possible cvents are getting a head of getting a tail. Detine a random variable $x$ assuming the values 1 and 0 corresponding to these two events viz. Head and tail respectively. If the probability of geting a head in tossing that coin is ' $p$ ' then the probability that the random variable to take ' 1 ' is $p$ and the probability that the random variable to take ' 0 ' is $1-\mathrm{p}$. Therefore, the distribution of the random variable X becomes


Ary experiment outhere there are onty two possible outenmes viz. Success and failure is callod as Bernorlili experiment. A singte tial of a Bernoulli experiment is known as Bernoulli trial

Corresponding to any Bernoulli experiment, it is possible to define a random variable X as given above.

A random variable X which takes two values 0 and 1 , with probability $q(=1-\mathrm{p})$ and $p$ respectively is called Bernoulli variate and is said to have a Bernoulli distribution

## Binomial Distribution :

Let a Beanoulf experiment be performed repeatedly and let the occurrence of an event in any trial be called a success and its non-occurrence a failure. Consider a series of $n$ independent Bernoulfi trials ( $n$ being frite), in which the probability ' $p$ ' of success in any trial is constant for each trial. Then $q=1-p$ is the probability of failure inany trial. Let the random variable X be the number of successes in these trials.

The probabifity of $x$ successes and consequently ( $n-x$ ) faifures in $n$ independent triak, in a specified order (say) SS FF SSS .... FSFF (where S represents success and F failure) is given by compound probability as given below :
$P(S S F F, \ldots F S F F)=P(S) P(S) P(F) P(F) \ldots P(F) P(S) P(F) P(F)$

- p.p.qq....q p q q
$=p p \ldots p q q \ldots q$ ( $\quad$ p's and ( $n-x$ ) q's)
$=p^{x} q^{n-x}$

But x successes in n trials can occus in $\binom{n}{x}$ ways and the probability for each of these ways is $p^{x} q^{* x}$. Hence the probability of $x$ successes in $n$ trials in any order whatscever is given by the adition of individual probabilities and is given by $\binom{n}{x} \mathcal{P}^{x} q^{x z}$. The number of successes in $n$ trials will be either 0 or 1 or $2 \ldots$ or $n$ in any cxperiment.
$\mathrm{p}(\mathrm{x})=\mathrm{P}(\mathrm{X}=\mathrm{x})=\binom{n}{z} \mathrm{p}^{\mathrm{x}} \mathrm{q}^{, \mathrm{x}}$
Is true for all $x=0,1,2, \ldots n$.
This function $\mathrm{p}(\mathrm{x})=\binom{n}{x} \quad p^{x} q^{n x}, \mathrm{X}=0,1, \ldots, \mathrm{n}$ is called the probability mass function of the Binomial distribution, for the obvious reason that the probabilities of $0,1,2, \ldots n$ successes, vir $q^{*} .\binom{n}{1} \quad q^{n-1} p \cdot\binom{n}{2} \quad q^{n=2} p^{2}, \ldots . p^{n}$ are the successive terms of the himmial expansion $(q+p)^{2}$.

A random variable X is said to follow binomial distribution if its probability mass function is given by
$P(X=x)=p(x)=\binom{n}{x} \quad p^{x} q^{x}, \mathrm{x}=0,1,2, \ldots . \mathrm{n} ; \mathrm{q}=1-\mathrm{p}$.

The values $n$ and $p$ of this distribution are known as the parameters of the distribution

## Mean and Variance of Binomial Distribution

$$
\begin{aligned}
& \text { We know, mean of any discrete distribution } \\
& =\sum_{r} r P(r)
\end{aligned}
$$

where $p(r)$ is the probability that the random variable $X$ to take the value $r$. In case of binomial distribution x takes the values $\mathrm{r}=0,1,2, \ldots, \mathrm{n}$ and $\mathrm{pr}=\binom{n}{r} \quad p^{r} q^{n 7}$ where n and p are the
parameters of the binomial distribution. parameters of the binomial distribution.

$$
\begin{aligned}
\therefore \text { Mean } & =\sum_{r=\infty}^{\sum} r\binom{n}{r} p^{r} q^{x T} \\
& =\sum_{r=0}^{\infty} r \frac{n!}{r!(n-T)!} p^{r} q^{n-7} \\
& =n p \sum_{r=1}^{n} \frac{(n-1)!}{(r-1)!(n-T)!} p^{r-1} q^{n-1}
\end{aligned}
$$

$$
\begin{aligned}
& \neq p\left[q^{x-1}+(n-1) C_{1} q^{n-2}+\ldots . .+p^{n-1}\right] \\
& =n p(q+p)^{x-1} \\
& =n p(\because p+q=1)
\end{aligned}
$$

Also we know Variance $=\sum_{r} r^{2} p(r)-\left[\sum_{r} r p(r)\right]^{2}$

$$
=\quad \sum_{r} r^{2} p(r)-(\mu s a n)^{2}
$$

In case of binomial distribution

$$
\begin{aligned}
& \text { Variance }=\sum_{r=0}^{n} r^{2}\binom{n}{r} p^{r} q^{n T}-(n p)^{2} \\
& =\sum_{r=0}^{\infty} r^{2} \frac{n!}{r!(n T)!} F^{\prime} q^{n T}-(n p)^{2} \quad(\because \quad \text { Mean }=n p) \\
& =\sum_{r=0}^{n}[r(r-1)+r] \frac{n!}{r!(n-)!} p^{r} q^{n>}-(n p)^{2} \\
& =\sum_{r=0}^{n} r(r-1) \frac{n!}{r!(n T)!} p^{r} q^{n T}+\sum_{r=0}^{\pi} r \frac{n!}{r!(n-T)!} p^{r} q^{n \gamma}-(n p)^{2} \\
& =\quad \sum_{r=2}^{n} \frac{n \mid}{(r-2)!(n T)!} p^{r} q^{n T+n p-(n p)^{2}} \\
& \text { ( } \because \sum r \frac{n!}{r \mid(n T j)} p^{r} q^{n 7}=n p \text { provedabove) } \\
& =\quad n(n-1) p^{2}\left[\sum_{r=2}^{n} \frac{(n-2) \mid}{(r-2)!(n-r)!} p^{n-2} q^{n-2}\right]+n p-(n \rho)^{2} \\
& =n(n-1) p^{2}\left[q^{n-2}+(n-2) C_{1}+(n-2) C_{2}+\ldots p^{n-2}\right]+n p-(n p)^{2} \\
& =n(n-1) p^{2}(q+p)^{n-2}+n p-(n p)^{2} \\
& =n(n-1) p^{2}+n p-(n p)^{2} \\
& =\quad n p[(n-1) p+1-n p] \\
& =n p[n p-p+1-n p] \\
& =n p[1-p]=n p q
\end{aligned}
$$

```
So, Mean =np
Variance \(=\mathrm{nPQ}\)
Standard Deviation \(=\sqrt{\text { Variancs }}=\sqrt{n \times 9}\)
```

Example : The mean and variance of binomial distribution with parameters $n$ and $p$ are 16 and
8. Find i) $P(x=0)$, ii) $P(x \geq 2)$.

Solution : Wc know mean $=n p$ and varianee $=$ npq.
$\therefore \mathrm{np}=16$ and $\mathrm{npq}=8$
Solving for $n$ and $p$ we get $n=32$ and $p=1 / 2$
Now $P(X=0)=\binom{n}{0} P^{0} \quad q^{n-0}=q^{n}$
(Because $p(x=r)=\binom{n}{r} \quad p^{\prime} \quad q^{n}$
$\therefore \quad P(x=0)=(1-P)^{2}=\left(1-\frac{1}{2}\right)^{32}=\left(\frac{1}{2}\right)^{32}$

$$
\left(\because n=2, q \neq P=1-\frac{1}{2}\right)
$$

ii) $\quad P(x \geq 2)=1-P(x<2)=1-[P(x=0)+P(x=0)]=1-P(x=0)-P(x=1)$

But $P(x=0)=\left(\frac{1}{2}\right)^{32} \quad$ ( $\Lambda$ s obtained above )
and $P(x=1)=\binom{n}{1} P^{1} q^{x-1}=32\left(\frac{1}{2}\right)\left(\frac{1}{2}\right)^{n 7}$
$\therefore P(x \geq 2)=1-\left(\frac{1}{2}\right)^{32}-32\left(\frac{1}{2}\right)^{32}=1-33\left(\frac{1}{2}\right)^{32}$

Fxample : A perfect cuhe is thrown a large number of items in sets of 8 . The nccurrence of a 2 or 4 is called a success. In what proportion of the sets would you expect 3 successes.

Solution : In this problem we have to find the probability of getting 3 successes out of 8 trials. Tossing of a single cube is our trial. The probability of success, $p$ is getting either 2 or 4. The number of cubes in the set is the number of trials. If we define $x$ as the number of successes in 8 trials, then $x$ is distributed as a binomial variate with parameters 8 and $p$ where $p$ is the probability of success.

The probability of getting either 2 or 4 in tossing of a perfect cube $=2 / 6=1 / 3$.
$\therefore \mathrm{p}=1 / 3$
Hence $P(x=)=\binom{n}{r} p^{r} q^{x}$
and $P(x=3)=\binom{n}{3} \quad p^{3} \quad q^{x \rightarrow} \quad(\because \mathrm{x}$ is a binomial variate $)$
$=\binom{8}{3}\left(\frac{1}{3}\right)^{3}\left(\frac{2}{3}\right)^{\rightarrow \rightarrow} \quad(\because \mathrm{n}=8, \mathrm{p}=1 / 3, \mathrm{q}=1-\mathrm{p})$
$=\quad 8 \times 7\left(\frac{1}{3}\right)^{1} 2^{5}$
$=55 \times 32\left(\frac{1}{3}\right)^{t}$
$=0.2731$
$\therefore$ The proportion of sets in which we expect 3 successes $=27.31 \%$.

Example: The probability of a man hitting a target is $1 / 4$.
i) If he fires 7 times, what is the probability of his billing the target at least thice?
ii) How many times must he fire so that the probahility of his hitting the target at least once is greater than $2 / 3$ ?

## Solutions:

i) Consider 'firing once' as a Bernoulli trial. Firing 7 times is the Binomial experiment with 7 independent Bernoulli trials. If X is the number of hits in 7 trials, then the required probability of hitting the target at least twice $=P(X \geq 2)$.

We know,
$\mathrm{P}(\mathrm{X}<2)=1-\mathrm{p}(\mathrm{X}<2)$
$=1-\mathrm{P}(\mathrm{X}=0)-\mathrm{P}(\mathrm{X}=1)$
and $\mathrm{P}(\mathrm{X}=\mathrm{x})=\binom{n}{x} \quad p^{x} q^{n} \quad$ where $\mathrm{n}=7, \mathrm{p}=1 / 4$, and $\mathrm{q}=1-\mathrm{p}=3 / 4$.
$\mathrm{P}(\mathrm{X}=0)=(3 / 4)^{7}$
$\mathrm{P}(\mathrm{X}=1)=\binom{7}{1} \quad\left(\frac{1}{4}\right)\left(\frac{3}{4}\right)^{6}=7 \frac{3^{6}}{4^{7}}$.
The required probability
$=1-\left(\frac{3}{4}\right)^{7}-7 \frac{3^{6}}{4^{7}}=\frac{4547}{8192}$.
ii) $\mathrm{p}=1 / 4, \mathrm{q}=3 / 4$

We want to find $n$ such that $P(X \geq 1)>2 / 3$
Or $\quad 1-\mathrm{P}(\mathrm{X}<1)>2 / 3$
Or $1-\mathrm{P}(\mathrm{X}=0)>2 / 3$

$$
\begin{aligned}
& \text { Or } 1-q^{n}>2 / 3 \text { when } q=3 / 4 \\
& \Rightarrow(3 / 4)^{n}<1 / 3 \\
& \Rightarrow n=4 .
\end{aligned}
$$

## POISSON DISTRIBUTION

There are many situations wiere we must count the number of individuals possessing a certain characteristic yet have dificulty in detining the basic experiment. In turn, it becomes difficult to say what is the probability of the occurrence of a single event. For example 1) number of telephone calls received at a particular telephone exchange, ii) emission of radioactive particles, iii) number of printing mistakes in a book In all these situations, it is easy to count the events, but what are the non events.

In situations like those mentioned above, we customarily resort to specifying a unit size or a time interval in which to observe the events etc. We find then that we are observing events that fluctuate around some mean value that might be defined in terms of some sort of underlying binomial parameters $p$ and $n$ as $n$, a procuct never separable into its component parts and simply give the mean ralue. Therefore, in such situations, we assume that for a short enough unit of time or space, the probability of an event occurring is proportional to the length of time or size of the space. We also assume that for ron overlapping units, the results in one unit are of no value in predicting when or where another event will occur (independently). The above assumptions underlie the probability function given by
$P(X=x)=\frac{e^{2} \lambda^{x}}{x!}, x=0,1,2,3, \ldots$
where $\lambda$ is the average number of times an event occurs in a unit interval and is called the parameter of a Poisson distribution, Poisson Distribution as a limiting case of Binomial Distribution.

The ahove mentioned Poisson distribution can be viewed as a limiting case of the himmial distribution under the following conditions.
i) $n$, the number of trials in the binomial expericment is infinitcly large i.c. $n \rightarrow \infty$.
ii) p , the probability of success in each trial is indefinitely small, i.e. $\mathrm{p} \rightarrow 0$.
iii) $n p=\lambda$ is finite so that $p=\frac{\lambda}{n}, q=1-\frac{\lambda}{\pi}$.

We know, if X is a binomial variate with parameters $n$ and $p$ then $P(X \neq)=p(x)=\binom{n}{x} \quad p^{x} \quad q^{x}, x=0,1,2, \ldots x$
where $n \rightarrow \infty$ and $p \rightarrow 0$.
Therefore, this ponbability

This function is known as the Probability function of the Poisson distribution and $\lambda$ is the parameter of the distribution

Mean and Variance of the Poisson Distribution :

$$
\begin{aligned}
& \text { Mean }=\sum_{x=1}^{\infty} x P(x) \\
& =\sum_{y=1}^{\infty} \times \frac{e^{-z} \lambda^{x}}{x_{1} l}
\end{aligned}
$$

$$
\left(\because P(x)=\frac{z^{-2} 2^{x}}{x 1}\right. \text { In case of Puiscin distribution) }
$$

$$
\begin{aligned}
& =\operatorname{mig}_{\operatorname{rog}}\binom{n}{x} p^{x} q^{x x} \\
& =\lim _{x \rightarrow 0}\binom{n}{x}\left(\frac{\lambda}{n}\right)^{x}\left(1-\frac{\lambda}{n}\right)^{n x} \\
& \left(\because p=\frac{\lambda}{n} \quad, q=-\frac{\lambda}{n}\right) \\
& =\lim _{x \rightarrow 0} \frac{n!}{x!(n-x)!}\left(\frac{2}{n}\right)^{x}\left(1-\frac{2}{n}\right)^{n x} \\
& =\frac{i^{x}}{\therefore 1} \lim _{n}-\infty \frac{n \cdot(n-1) \ldots(\overline{x-1})}{n^{x}} \frac{\left(1-\frac{\lambda}{n}\right)^{n}}{\left(1-\frac{\lambda}{n}\right)^{x}} \\
& =\quad \frac{2^{x}}{x!} \lim _{\cdots}\left[1 \cdot\left(1-\frac{1}{n}\right)\left(1-\frac{2}{n}\right) \quad \cdots\left(1-\frac{x-1}{n}\right)\left(1-\frac{\lambda}{n}\right)^{x}\right] \\
& \lim _{x \rightarrow 0} \frac{1}{\left(1-\frac{\lambda}{n}\right)^{x}} \\
& =\frac{\lambda^{x}}{2=1} \lim _{x-0}\left(1-\frac{\lambda}{n}\right)^{n} \\
& \left(\because \lim _{n \rightarrow} \frac{1}{\left(1-\frac{2}{n}\right)^{x}}=1\right) \\
& =\frac{\lambda^{x}}{x 1} \lim _{x \rightarrow \sim}\left(1+\frac{1}{m}\right)^{21} \\
& =\frac{i^{x}}{x 1} \lim _{m-\infty}\left[\left(1+\frac{1}{m}\right)^{m}\right]^{-2} \\
& =\frac{\nu^{x}}{21} \cdot 1 \\
& \therefore P(Z=x)=\frac{a^{-1} \lambda^{x}}{x 1}, \quad x=0.1 .2 \ldots \ldots
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{x=0}=\frac{e^{=} \lambda^{x}}{=1} \quad(\because \text { the values of Poisson variate are } 0,1,2, \ldots) \\
& =\lambda: \sum_{x=0}^{\infty} \frac{2^{x-1}}{x 1} \\
& =2,=\left(\begin{array}{l}
2=\infty \\
\left.1+\frac{i}{1!}+\frac{\lambda^{2}}{2!}+\cdots\right)
\end{array}\right. \\
& =2.2 \\
& =\lambda
\end{aligned}
$$

Variance $=\sum_{i=1}^{\dot{m}} x_{1}^{2} p(x)-\left[\sum_{i=1}^{\sum_{1}} x_{i} p\left(x_{i}\right)\right]^{2}$
Contimed in last p-ie.

## Exercises :

1. A random variable X has a bicomial distribution with parameters $n=4$ and $p=1 / 3$
i) Describe the probability mass function and sketch its graph.
ii) Compute the probabilities $\mathrm{P}(1<\mathrm{X} \leq 2)$ and $\mathrm{P}(1 \leq \mathrm{X} \leq 2)$.
2. In a binomial distribution consisting of 5 independent trials, probabilities of 1 and 2 suluesses are 0.4096 and 0.2048 reupectively. Find the purameter $p$ of the distribution.
3. The probability of a man hitting a target is $1 / 3$.
i) If he fires 5 times what is the fr"bability of hitting the target er least twice?
ii) How many yimes must be fire so -at the probability of hitting the target at least cacc is more than $90 \%$ ?
4. The random yariable X has a binczial distribution with $\mathrm{n}-4, \mathrm{p}-0.5$. Find $\{|X-2| \geq 1\}$

Answers:

1. $8 / 27,56 / 81$
2. 0.2
3. D) $131 / 243$
ii) 6
4. $5 / 16$
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LINEAR $\bar{R}$ PROGAAMAING
i. Linear Inequations and Convex Sets
2. Formulation of L.F. Problems
3. Applic tions of Linear Programming

## by

DI.G.RAVINURA

## LIMEAR ERCGM.GAING

## Introciuction:

Mathematical procramming constitutes one of the most irmortant
problem areas of Cperational Research ( $O R$ ). It encompasses a wide variety of optimization problems. The basic problem of hethemetical progemming is to fino the optimum (maximum or minimum) of a ronlinear/linear function (called the objective function variousi\% known as cost function, gain, measure of efficiency, return function, performance index, utility measure, eic. depending on the context) in a domain determined by a given system of non-linear and lirear inequalities anci equalities (called constraints).

Linear Frogramming (LP) is a Wathematical Prograrming probiem where the objective function anc the constraints are all (io least approximateci) Linear functions of the unknown variables.

In practical terms, mathematical programming is concerned with the allocation of scarce resources - men, materials, machines and money (commonly known as the 4 M 's in GR ) - for the manufacture of one or more products so that the products meet certain specifications and some objective function (cost/profit) is minimized or maximized. Hhenever the objective function is a linear function of the decision variables and the restrictions on the utilization or availability of resources are expressible as a system of linear equations or inequations, we have a Linear Programming Problem (LP:). For exampie, in the case of manufacturing a variety of producțs on a group of machines, the production problem is to determine the most efficient utilization of available machine capacities to meet the required denard. The

```
Frogramning problem is to allocate the available machine resources
to the va=izus products so that the total oroduction cost is
minimum. To solve this problem, we need to know the unit produc-
tion cost lcost for procucing one item), unit production time,
machine capacity and production requiremeras. This is anLFF (for
n:O=e clarifisction see Section 3 on formul三tion of Linear
F=cgramming %=oblems for a similar examule).
```

The standard technique of solving an its is by Simplex Method (due to George, B.Dantzig, 1947) which is quite complicated and is be, ond the scope of this unit. However, Lpe's involving two variables can be solved graphically. Moreover, there are certain special types of LPP's such as transportation and assignment problems which acmit easier methods of solution. Recently, there have been some spectacuiar developments in the area of $L p$ due to an Indian,darendra Karmakar of Bell Telephone Labs, U.S.A, where he is able to reach the solution of an LPP considerably faster than simplex method.

In this unit, we confine our attention to formulation of LPP's and their solution by graphical method.

## LINEMR INEGUIICHS MNU COIVEX SEIS :

The restrictions on the utilization (cemand) or availability of rescurces in a linear programing problem (LPF) are expressed as a system of linear equations or linear inequations, and the set of feasible solutions of an LF: is convex set. Though any LPP (in any numier of variables) could be solved by the famous Simplex Algorithm, the LPP in two variables can be solved in an easier way b $\because$ graphical method essentially identifying the intersection of graphs of various linear inequations and testing the objective function for maximum or minimum at the vertices of such a graph. The graph of a linear inequation is essentially a convex set. Thus the concept of Linear Inequations (and their graphs) and convex sets play an important role in the study and the solution of Linear frogramming Problem (especially in the two variables case).

## Linear Inequation :

Consider the relation $2 x=4$ in exactly one variable $x$ on real number line. In this equetion, the highest power of $x$ is 1 and so it is a linear equation in one variable. The graph of the equation is the set of all those points on $x$ axis (Real line, R) satisfying the condition $2 x=4$. Since there is exactly one point satisfying the concition namely $x=2$, the graph of the equation consists of just one point namely $x=2$ and it divicies the $x$-axis into exactly two parts $A$ and $B$, where $A$ is the set of points on the axis satisfying $2 x \leqslant 4$ and $B$ is the set of points on the axis satis-

Fing $2 x \geqslant 4,2 x \leqslant 4$ and $2 x \geqslant 4$ are lineミr inequations in one $V$ V̌iable and theiz graphs are Iespectively i and $B$, which are tio opposite rays with end point $x=2$.

The following illustratas the graphs of equation $2 x=4$ and inecuations $2 x \leqslant 4$ and $2 x \geqslant 4$.


Ir general, $a x=b$, where $a$ and $b$ are real numbers, is a Iinear equation in one variable and its graph is just the point $x=b / a$ on $x$-axis (real line). Also, the point $x=b / a$ is comnon to the rays $a x \leqslant b$ and $a x \geqslant b$.

Consider another reletion $2 x+3 y=6$ in two variables. This is a linear equation in two variables. The graph of the equation is the set of all the points $(x, y)$ in the cartesian plane (i.e. $n^{2}$ cI $x y-p l a n e)$ which satisfy the equation $2 x+3 y=6 .(3,0)$ and $(0,2)$ are respectively the points of $x$-axis and $y$-axis satisfying $2 x+3 y=6$. Thus the graph of $2 x+3 y=6$ intersects the $x$-axis and $y$-axis respectively at $(3,0)$ and $(0,2)$. he know that the equation of the line passing through $(3,0)$ and $(0,2)$ is $2 x+3 y=6$. Thus, the graph of $2 x+3 y=6$ is essentially the straight line which in:ersects $x$-axis and $y$-axis respectively at (3,0) and (0,2). Further, the graph of $2 x+3 y=6$ is the common edge of the two regions $C$ and $L$ where $C$ is the set of points satisfying the inequation $2 x+3 y \leq 6$ and $D$ is the set of points satisfying the inequation $2 x+3 y \geqslant 6 . \quad C$ and $v$ are called the graphs of $2 x+3 y \leqslant 6$ and
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$2 x+3 y \geqslant 6$ respectively. Nore pエEcisely, we observe that the xy-plane has the following partiticrs.

1. The set of points satisfying $2 x-3 y<0$.
2. The set of points satisfying $2 x+3 y=6$.
3. The set of points satisfying $2 x-3 y>6$.

Thus, if $(x, y)$ is a point in tre $x \because-l a n e$, then it belongs to
either
i) the graph of $2 x+3 y<6$
or iij the graph oi $2 x+3 y=6$
or iii) the graph of $2 x+3 y>5$

This is the basic philosophy ir. icertifying the graph ofan inequation, he illustrate the same as follows:

Suppose we wish to identify the grash of the inequaticn $2 x+3 y<6$. In the following figure, L represents the yraph of the Line $2 x+3 y=6$. The graph of $2 x+3 y<6$ could be eithe $a$ or $\bar{b}$ (but not a portion of both). We have to mark which one of them is the exact graph corresponding to the inequation.


Here $A$ and $\bar{a}$ are mutually disjoint. Choose a point ninc: coes not belory =i L. $(0,0)$ is one such point. The point $(0,0)$ satisfius the - -iEulution $2 x+\bar{y}<6$. Hence $A$ is the graph of the inequation.

AUL is the $\Xi=\equiv p h$ of the ineruation $2 x+3 y \leqslant 6$. Suppose $\because:$ wish to icentify trim ミニaph $2 x+3 y>5$. Since $(0,0)$ winh is in $\therefore$ coes no: satisfy the inequation, A cannot be the grach of the irecuation. Therefore, $B$ in the graph of the inequation. hiso B U $L$ is the Gresn of the irisuation $2 x+3 y \geqslant 6$.

In general, the graph of the linear equation $a x+b y=c(i n$ two variables: :s the set of points on the line intersecting $x$-axis at (c/a, 0) añ $\because$-axis at $(0, c / b)$. Further, the graph divicies the $x y-p l a n e$ into $\div \therefore$ parts $L$ and $E$, one of which is the graph of $a x+b y \leqslant c$ and the other is the graph of $a x+b y \geqslant c$. If a poirt in $E$ (wnich is not on $L$ ) satisfies $a x+b y \leqslant c$, then $E$ is the graph of the inequation $\bar{a} x+b y \leqslant c$ and $F$ is the graph of the inequation $a x+b y \geqslant c$. Othezwise, $E$ is the graph of the inequation $a x+b y \geqslant c$ and $F$ is the greah of the inequation $a x+b y \leqslant c$.

Consider the $l$ inear equation $a x+b y+c z=d$ in three variables. The graph of this is a plane in the space $R^{3}$ and is common to the two parts $A$ anci $E$ where $A$ is a set of points $(x, y, z)$ in $R^{3}$ satisfying $a x+b y \div c z \leqslant d$ and $B$ is the set of the points $(x, y, z)$ satisfying $a x+b:-c z \geqslant d . M$ and $B$ are called half planes.

```
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In general, the graph of $a_{1} x_{i}+a_{2} x_{2}+\ldots+a_{n} x_{n}=b$ is callec Hyper clane in the space $\underbrace{n}$ (i.e. r-ciar.ensional Euclicean space) giving İse to two perts A and $B$ where A is the set of points $\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $R^{n}$ such that $a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n} \leqslant b$ and $B$ is the set of points such that $a_{1} x_{1}+a_{2} x_{2}+\ldots+a_{n} x_{n} \geqslant b$. $A$ and $b$ are called Hialf spaces.

In what follows, we shall mainiy consine our discussion to equations and inequations in two variabies only.

Example: Identify the intersection of graphs of the following linear inequations $: x+y \geqslant 1, y \leqslant 5, x \leqslant 6$, $7 x+9 y \leqslant 63, \quad x, y \geqslant 0$.

In the following figure, we have drawn arrow marks along the Iine $L_{1}$ representing $x+y=1$ in such a way that the pointers of the arrows lie in the graph (region) of $x+y \geqslant 1$. The same is repeat-c for the rest of the inequations. the intersection of the graphs of these inequations is identified as that region which includes pointers corresponding to all the lines $L_{1}, L_{2}, L_{3}, L_{4}, X$ and $Y$. The region enclosed by the polygon $A B C D E F$ is such a region and hence it is the required graph satisfying all the six inequations simultaneously. Note that the region $S$ enclosed by CDF is not the required region as no pointer corresponding to $L_{4}$ lies in it. Note that the arrows corrwsponding to all the lines $L_{1}, L_{2}, L_{3}$, $L_{4}, X$ and $Y$ converge in the graph satisfying all the six inequations.


Examine the following figures.


$$
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The figure ( $\bar{c}$ ) is distinctly different from the other three. In the figure, the linear segment joining any two points is entirely within it, wille the regions (b), (c) and (d) do not have the same property. For example, in (b) the line segment joining $X$ and $y$ is not entirely in it, in (c) the ine segment $P G$ is not in it and in (ci) the lime segment joining $F_{i}$ and $\Xi$ is not entirely in it. Note that the cotted portion of the lines in (b), (c), (c) are not inside the regions. The figures like that of (a) aze of special significance in the solution of LFF's and they are said to be convex. Speaking more precisely, a set of points $C$ in the $x y-p l a n e$ (or $\hat{n}^{n}$ in general) is called a convex set if the line segment joinine any two of its points is entirely contained in C.

## Examples of Convex sets :

i) $x y-p l a n e ~ i s ~ a ~ c o n v e x ~ s e t . ~$
ii) Circular region in $x y-p l a n e$ is convex but a circle is not convex. (by a circle, here we mean the set of points in $x y-p l a n e$ each of which is equicistant from a given point in the plane).
iii) Sphere, cube, cone, ellipsoid, paraboloid, etc. are convox sets in $\pi^{3}$.
iv) Torus is not a convex set in $R^{3}$.
v) Hyperboloid is not a convex set in $R^{3}$.
vi) The graphs of the inequations $a x+b y \leq c$ and $a x+b y \geq c$ are convex, i.e. half planes are convex.
vii) Half spaces in $R^{n}$ are convex.

Now suf：cse $a$ and $z$ are any t：o sets witr a given property $P$ ．The intersectizn of $A$ and $B$ may or may not have the z＝operty $P$ ，though it is paこt of the both．For example，īn anc－are triangular regions in $x y$－plane their intersection is not nea三ssarily a trian－ gular region in the xy－plane．Similarly，if A ara 3 are two sets in xy plane which are＇not convox＇，their interミ三ztion need not have the seme property，that is，it coulc be con $\because$ ． figures illustrate this．


The Intersection $A$ is not a triangular rezion．


The Intersection $A \quad B$ is a convex set．

If $A$ and $B$ are convex, will the intersection of $A$ ard $B$ also be convox? Ve will verify whether this is true or false.

Let $C$ be the intersecion of $A$ and 3 . Let $P$ and $U$ be any two points in C. Let $L$ be the line segment joining $F$ and $Q$. Since A is convex, the points of $L$ are contained in $A$. Since $B$ is convex, the points of i are also contained in it. Thus the points of $L$ are in both $n$ and $\Xi$. Ihat is, the ine segment joining any tho points $P$ and $Q$ is entirely in $\cup$. This implies that $C$ is a convex set. That is, the intersection of $M$ ard $B$ is a convex set. We list the interesting result as

FACT : The intersection of any number of convex sets is also convex. Justification for this essentially follows from the above arguments, replacing sets $A$ and $B$ by any number of sets.
be now look for another way of defining convex sets which often helps in proving results concerning convex sets.

He know from coorainate geometry that $(\underline{x}, y)$ is a point on a line segment joining the points $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$ if and only if $x=(1-t) x_{1}+t x_{2}$ and $y=(1-t) y_{1}+t y_{2}$, where $0 \leqslant t \leqslant 1$. Justification for the statement follows by consiaering the similar triangles $\mathrm{P}_{1} \mathrm{CP}$ and $\mathrm{P}_{1} \mathrm{P}_{2} \mathrm{O}_{2}$ and their implication viz.

$$
\frac{P_{1} Q}{P_{1} Q_{2}}=\frac{C P}{Q_{2} P_{2}}
$$



Let $X=(x, y), x_{1} a\left(x_{1}, y_{1}\right), X_{2}=\left(x_{2}, y_{2}\right), t_{1}=1-t, t_{2}=t$.
Using these symbols, the abuve statement can be restated as follows:
$X$ is a point on the line segment joining $X_{1}$ and $X_{2}$ if anc only if
$x=t_{i} x_{1}+t_{2} x_{2}$ such that $t_{1}+t_{2}=1, t_{1}, t_{2} \geqslant 0$.
(Since $x=(x, y)=\left((1-t) x_{1}+t x_{2},(1-t) y_{1}+t y_{2}\right)$
$=\left((1-t)^{-} x_{1},(1-t) y_{1}\right)+\left(t x_{2}, t y_{2}\right)=(1-t)\left(x_{1}, y_{1}\right)+t\left(x_{2}, y_{2}\right)=$ $\left.(1-t) x_{1}+t x_{2}\right)$. The point $X$ sn expressed is said to be a convex combination of the points $x_{1}$ and $x_{2}$ in $x y-p l a n e$.

A convex cumbination of points $x_{1}, x_{2}, \ldots, x_{n}$ in $x y-p l a n e$ (or $\Omega^{n}$ ingeneral) is a point $x=t_{1} x_{1}+t_{2} x_{2}+\cdots \cdots+t_{n} x_{n}$ where $t_{i}$ 's are non-negative real numbers and, $t_{1}+t_{2}+\ldots+t_{n}=1$. As seen already, a point $\hat{\Lambda}=\left(x_{1}, y_{1}\right)$ belongs to the line segment joining $X_{1}=\left(x_{1}, y_{1}\right)$ and $x_{2}=\left(x_{2}, y_{2}\right)$ if and only if $X$ is a convex combination of $X_{1}$ and $X_{2}$. Ihus a convex set $c a n$ also be defined as follows:
$\therefore$ set $C$ in $x y-p l a n e\left(0 I R^{n}\right)$ is a convex set if convex com：na－ tion of any tiio points in $C$ is also in it．

In fact，末o：a given convex set $l$ ary convex combination $=$ any number of points in $C$ is also in $C$ ．

Not every point in $u$ is a convex cominination of some poir：s in C．For exampie，consider the triangle n玉z in $x y-p l a n e$（Ihe E －lowing figure）．There are no two distinct points in the triangle suen that the line segment joining them contains $A$ ．That is，A is not $\equiv$ ． ＇intermediate＇point of any line segment in the triangle．traugh M is a point on the line segment $A B$ ，it is not an intermediat三 point but one of the extreme points．Thus，A is not a convex combiretion Of any other t：：o cistinct points in the triangle．Similarly，：he points $B$ and $C$ have the same property．Eut any other point En tire triangle is an intermediate point of same line segment in $C$ ．That is any point in the triangle other than $A, B$ and $C$ is a convex combination of some other two distinct points．The points $A, \equiv, C$ are ext＝eme points in comparison with other points in the triangle．

A point $X$ in a convex set is called an extreme point if $\because$ cannot be expressed as a convex combination of any other two distinct points in C．

Note that in the above example，the vertices $A, B$ and $l$ are the only extreme poinis of the triangle．


## Examoles :

1. The enc points of a line segment are extreme points.
2. Vertices of corners of a cuze in $R^{3}$ are extreme points.
3. Every point of the bounaary of a circular region is an extreme point.
4. All the interior points of a circular recian are not extreme points.
5. $\therefore$.o poing of a $x y$-plane is extreme in the fiane.
6. The extzeme points of a polygonal region are its vertices.
 set corizaining the point.
7. The point of intersection of two line segments is not an extreme point of the line secments.

The exireme points play a very significant role in the solution of a LPY. In fact, the objective function of a Lup attains its optimum at at least one of the extreme points of its feusible region which is always convex.

## Exercises :

1. Which of the given points belong to the graph of the given inequations ?
i) $\quad x+y<5 \quad(0,0)$; $(3,2)$
ii) $x-y>6 \quad(4,3)$; $(11,4)$
iii) $3 x+y \leqslant 2(0,0) ;(0,4)$
2. State whether the solution set of the following system of linear inequations is a null set or not.
i) $x \leq 0$ and $x \leq 2$
ii) $x<2$ and $x>2$
iii) $y, 1$ and $y>-1$
3. State true or false.
i) The line $y=10 x+50$ separates the $x y$-plane in two half planes.
ii) A half plane is the graph of the inequation.
iii) The graph of a linear inequation is a convex set.
iv) The union of too convex sets in xy-plare is also a convex setirxy-plere.
v) The intersfction of t:wo convex sets in $x$ y-ilene is a convex set in $x y-p l a r e$.
vi) If $A$ and $u$ are two sets in $r^{2}$ which are not convex, their intersection is also not convex in $R^{2}$.
vii) Vertices ċ a cube are extreme points.
viii) If $m$ is the rumber of linear inequations in two variables and if the intursection of their graphs is a polygonal region with $n$ sides then $\bar{n}=n$.
ix) If a point $(x, y)$ in $x y-p l a n e ~ i s ~ a ~ c o n v e x ~ c o m b i n a t i o n ~ o f ~ t w o ~$ points ( $I, s$ ) and ( $\mathrm{p}, \mathrm{q}$ ) in the plane, then it lies on the line joining the ti:0 points ( $p, q$ ) and ( $r, s$ ).
$x$ ) The converse $c f$ the above statement is generally not valid.
xi) The intersection of two convex sets could possible be disjoint union of two convex sets.
xii) Union of two convex sets is convex.
xiii) Every point in a convex set is a convex combination of two other points in it.
4. Find two points in $x y-p l a n e$ that satisfy rach of the following.
i) $y=5 x, \quad$ ii) $y<5 x \quad$ iii) $y>5 x$
5. Mark the region which represents the graph of following inequations.
a) $x<3$
b) $y>3$
c) $2 x+4 y \leq 8$
d) $x+y \leqslant 4$
6. State whether the region representing the following is bounded or unbounded.
$x \geqslant 0, \quad y \geqslant 0$ and $x+y \leqslant 8$.

i) If $x+y=1$ is the Equation of the side AB, finc tree equations of the sires, EC, $C D$ and LA.
 of the square.
 equal to 1 urit. "ニite the inequaticas whose intEzsectial: is the given hexagor.
7. Erove or disprove:
i) Ine circle $x^{2}+y^{2}=a^{2}$ (a is a given real number) $\dot{\text { i }}$ a a car:ex set.
ii) Every point on the boundary of a circular region $\underset{\sim}{\text { in }}$ an ex:zeme point.
iii) If $(\underset{i s}{ }$ the graph sezisfying minuar inequations sinul: ineously, then $G$ is a pol, gonel region having $m$ sides.
iv) $n$ set consistin; of single element of $R^{2}$ is a conver s:t in $R^{2}$.
8. Find the linear conszaints for which the shaded yezior. En the following figure is the solution set.


$$
: 56:
$$


A large ciass of problems can be formulated as ip mocels. uhile formulating an if mocel iz is worth-while to reneraer the following 3-way rule suggested by iantzig..
i) Identifv the unrnomn ectivities to be cetermirec anc represent them by suitable algebraic symbols. Identify the inouts and outputs associated with each activity.
ii) Icientify the restrictions (constraints) in tre problem and express (at least approximate) them as linear algebrèn equations/irequations.
iii) Identify the obiective function and express $i=$ as a linear function of the unknown variables.

Proper definitions of the variables (step (i)) is a key step and will largely facilitate the rest of the work.

Let us illustrate the formulation by a few exemoles.
Examile: Suppose we are concernea with a problem encountered by a man who sells oranges and apples in a running train. He has only fs. 120 with him and he decided to buy atleast 5 kgs of ecin item. One kg of apple costs $f .10$ and 1 kg of orange costs fis.5. Hie can carry to the train only a maximum load of 15 kgs which his bag hould hold. He expects a profit of fis. 2 per kg from applies and fis. 1 per kg from oranges. How much each of these two items should he buy (if he is wise enough) so as to get a maximum profit?

Here, the ultimate goal or objective of the fruit seller is to gEt the maximum profit in nis business, i.e. he wants to maximise his profit. To achieve this, he cannot purchase the items at rancom. The problem is to find out in what combinations should he buy apples and oranges so that the profit is maximum. Let us try to find out the possible combinations. The man can buy a total of 15 kgs of apples and oranges. Can he buy 15 kgs of oranges? Of course, not, because he has to buy at least 5 kgs of apples, i.e., he can buy a maximum of 10 kgs of oranges. Can he buy 15 kgs of apples ? He cannot because he should buy at. least 5 kgs of oranges i.e. he can buy a maximum of 10 kgs of apples. :ie can purchase oranges from 5 kgs to 10 kgs and so also apples. We can list all the possible combinatiuns of his purchase of apples and oranges and calculate the profit in each case. See the table below.

| $\begin{aligned} & \text { Furchase (in kus) } \\ & \text { Orange nople } \end{aligned}$ |  | $\cos$ T |  |  | PNCEIT |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\begin{aligned} & \text { Crange } \\ & \text { is.5.5 } \end{aligned}$ | $\begin{aligned} & \text { Arple } \\ & \text { Rs. } 10 \end{aligned}$ | ○この1 | $\begin{aligned} & \text { OI ange } \\ & \text { He. } 1 \end{aligned}$ | $\begin{aligned} & \text { mpple } \\ & \text { Rs. } 2 \end{aligned}$ | 10さE1 |
| 5 | 10 | 25.00 | 100.00 | ． 25.00 | $\therefore$ | possi |  |
| 6 | 9 | 30.00 | 90.00 | － 20.00 | 6.00 | 18.00 | $2 \therefore .00$ |
| 7 | 8 | 35.00 | 80.00 | $\cdot .5 .00$ | 7.00 | 16.00 | 23.00 |
| 8 | 7 | 40.00 | 70.00 | $\cdots: 0.00$ | 8.00 | 14.00 | 22.60 |
| 9 | 6 | 45.00 | 60.00 | ． 25.00 | 9.00 | 12.00 | 21.00 |
| 10 | 5 | 50.00 | 50.00 | －3．00 | 10.00 | 10.00 | 20.00 |

Look at the last column．The meximum profit is pi． 24 ．He gets this profit when re purchases 6 kej of oranges and 9 kgs of apples．

This is the solution of the $F=00 \mathrm{l}$ m which maximises or optimises the profit．So we call it an uptinal solution of the problem．

Optimal solution $=9 \mathrm{kgs}$ of $\overline{\mathrm{c}}$－iles and 6 kgs of oranges．
Cptimum profit $=$ fis． 24 ．
rifter investigating the next exampie，where we maximise the profit as in this example，we will be able $t=$ see if we can arrive at the optimal solution by trial and error methoc．Before that let us formulate the above example in Mathematical terms（see Lantzig＇s 3－way rule）．
i）Definition of variables
Let $x$ be the number of kgs of cranges and $y$ be the number of kgs of apples bought．
ii）Constraints ：Since one canno：buy negative number of oranges or apples it is clear that $x \geqslant 0$ and $\because \geqslant 0$ ．

Since one kg of orange costs $=.5$ ， x kgs of orange will cost fis． Ex ． Similarly，y kgs of apple costs fi．ioy．Therefore，the total cost will be $5 x+10 y$ ．Since he has only R． 120 with him we have，
$5 x+10 y \leq 120$.
تince he has aecided to buy atleasi 5 kgs of each item，
$x \geq 5, \quad y \geq 5$.
As he cannot carry more then 15 kgs
$x+y \leq 15$ ．
iii）Ihe cojective ：
Since he expects $\equiv$ ：こofit of $\overline{3} .2$ per kg from apfles and rie． 1 per fig from oranges，$\quad \therefore=$ total profit would be $x+2 y$ brich has to be maximised．The L．F．$-=z=1$ is ：maximise $z=x+2 y$ subject to $x \geq 5$ ， $y \geq 5,5 x-10 y \leq 120,-y \leq 15 ;$ and $x, y \geq 0$ ．In this problem，the non－negativity restこえここ，ns are not necessary in view cit the constraints $x, y \geq 5$ ．
 types and 2 band types．Company nas a profit of pi．50 for each of the
 process has a capacit：$\because=80,000$ man hours in total．İ takes 10 man hours labouz to asser：ニン＝3－band type and 8 man hours for 2－band type It is expected that a－．．ミximum of 6000 numbers of the former type and a maximum of 8000 of $\dot{\angle E}=$ er type can be sold out．How many of each type should be producミ $\equiv 0$ as to maximise the profit ？

In this problem，$\therefore \therefore$ company aims at getting the maximum profit． i．e．profic is to be $-\ldots x$ mised．The problem is to finc out in what combination should he $=こ=$ zuce 2 －band radios and 3 －banc radios in order to achieve this $=z_{i}$ ective．We know that the company gets more profit from the 3 －banc $=\equiv$ こios．Naturally，we can think of a possibi－ lity where all the rackz三 produced are 3－band type．Inis could not be done since the maximu－imber of 3－band type radios should be six thousand．The other $f=\equiv \equiv \equiv$ bility is to think of another way．The man hours needed to producミ $\equiv 2$－band radio is smaller compared to 3 －band radios．In that case，$t=$ should increase the number of 2－band radios， which should not excece $\equiv 200$ ．Naturally，a third question arises－ can the company produce $=200,3$－band radios and 8000,2 －band radios． In that case，we have t＝＝ake into consideration the man hours available． The man hours required $\approx==$ producing 8000 ，2－band radios is $8 \times 8000=64000$ ．The tc $E \equiv$－man hours required to produce 6000 3－band type and 8000 2－band $t:=\equiv$ is 124000 which is greater than the man hours available．From the $a \approx=:=$ discussion，we found that the number of 3－band radios can exteri Fiom 0 to 6000 and that of 2－band radios from 0 to 8000．To get a sこミ－zion for this problem，we have to enumerate all the cases from 0 tc $£ 200$ and 0 to 8000 ，which evidently is laborious． Therefore，we have to $E=-=$ out an easier method to solve such problems．

```
    i,e will now think of evciving an easy method to solve such.
problens. Eefore entering into the cetails cí tris metioc, let us
explain the problem mathematically. In other woras, let us t=y to
write the LD formulation of the :roblem.
    In the above problem, wnat in are expectec to finc is the number
of \hat{-band radios and 2-band radios to be produced so as to get the}\\mp@code{log}
maximum profit. Let us assume that the number of B-bana rawios
grocuced is 'x' anc the number of 2-band radisos procuceci is 'y'.
    Number of 3-bard radios = x
    #umber of 2-band radios = Y
```

    Cnce we know the number of each type of radios, we can calculate
    the total profit of the company. Profit from a 3 -bunc =acio is is. $\overline{0} 0$
and the profit from a 2-banc radic is 8.30 .
Total profit $=50 x+30 y$.

The objective of the company is to get the maximum rofit i.e. $50 x+30 y$ should be maximum. he call this the objective function of the problem. How the problem reauces to finding the maximum values of $50 x+30 y$. In other words, we have to maximise $50 x+30 y$. What are the conditions to be satisfied ? lie know that ' $x$ ' and ' $y$ ' are the numbers of radios produced. So we can say that $x$ and $y$ cannot be negative. Nathematically, we put it as
$x \geq 0$ and $y \geq 0$
$x$ is the number of 3 -band radics The maximum numbr. r of 3 -band radios produced is 6000。
i.e. $x \leq 6000$

Similarly $y \leq 8000$
The total man hours available is only 80000 . Nan hours required to produce one 3 -band radio is 10 .
Man hours required for x radios $=10 \times \mathrm{X}$

$$
=10 x
$$

In a similar way, man hours neeced for $y, 2$-band racios $=8 y$.
The toral man hours should not exceed 80000

$$
\text { i.e. } 10 x+8 y \leq 80000
$$

Thus the restrictions or conditions to be satisfied are

1. $x=0$
2. $7=0$
3. $x \leq 6000$
4. $y \leq 8000$
5. $10 x+8 y \leq 9: 000$

These conditions are generally called constraints of the problem.
The first t: $:=0$ viz. $x \geq 0$ and $y \geq 0$ are called non-neaetivit:
restrictions. Eacn of these constraints is an inequation ozaegree 1 . nence, they are callea linear constraints.

The mathematical formuiation of the problem is as follows:
Vaximise $50 x+30 y$
subject to $x \geq 0$
$y \geq 0$
$x \leqq 6000$
$y \leqslant 8000$
and $10 x+8 y \leqslant 80000$
Here the objective function as well as the constraints are all linear (first degree).

A typical LP i:Odiel :
Suppose a company with two resources (labour anc material) vishes to produce two kinds of items $A$ and $B$.
Let $t_{1}, t_{2}$ units of time (hours or minutes) be respectively time required to produce ont unit of $n$ and $B, m_{1}$ and $m_{2}$ be the amount of unit material (in $K g$ or pounds or any unit of weight) respectively required for one unit of $A$ and $B$, and Rs. $\rho_{1}$ and $k s . p_{2}$ profit per unit of $A$ and B. Suppose the uaily availability of manpower (labour) is I hours and the supply of raw material is restricted to M Kg g per day. The problem of the company is :

How many items of kind $m$ and how many items of kind $\bar{B}$ be produced everyday, so that the total profit is maximum?
This kind of problem is generally known as product-inix Problem.
The entire information of the problem can be stored in matrix (tabular) form as follows :


In view of the 3-way =ule suçested earlier we have
Step 1 : Let $x=$ Leily productzon of kind $A$

$$
y=10 \div 1 \because \text { production of kind } B
$$

Step 2 : Constraint cerresponaing to the first row :

$$
t_{1} x+t_{2} y \equiv T
$$

Constraint corresponcirg to second row :

$$
m_{1} x+m_{2} y \leq m
$$

Non negativity conditicns :

$$
x, y \geq 0
$$

Step 3 :
The third row corresponds to tire objective function and is given by

$$
z=p_{1} x+p_{2} y
$$

Thus the mathematical fomulation of the problem is :
(I) - Find numbers $x, y$ which will maximize
$z=p_{1} x+p_{2}^{y}$
subject to the constraints

$$
\begin{aligned}
& t_{1} x+t_{2} y \leqslant \bar{y} \\
& m_{1} x+m_{2} y \leqslant M
\end{aligned}
$$

and $x, y \geq 0$
Note that in the mathen-atical formulation (I) above we deal only with numbers, equations, inequations and the given situation (that is company's problem) is no lazger under consideration.

The above tyifical problem can bu adopted ir any reai life situatiuns anc thus a teacher can find a problen of linear programming acccioing to the nature of the students Jurban, rural, etc). For exmmie, if the 'company' is an indusiry like "Cobisy" M could be tanen as Idly mix and B could be taken as Losa mix. The relevant information concerning resources ano profit (fossibly in terms of cost price and selling price) can be obtained in the form of a matrix. Such matrix will help in identificetion of the problem as well as in its mathematical formulation. If we consicer à comfy in kitchen apoliance,
a could be consiciered as a pressure cooker
$B$ could be considered as pressure pan.
If we want to have a farmer's problem, we can take a and Brespectively
to be areas of a given field for production of wheat and gram. The resource corresponding to material coula be fertilizer. Here we will have an extra constraint viz. $x+y \equiv$ a where' $a^{\prime}$ is the area of the given field. Note that there could be any number of resources (and hence constraints) depending upon the situations.

## Linear Proararmea mathematical hodel :

A mathematical model is a symbolic representation of a real situation. The process of mathematical modelling is depicted in the following figure.


```
    In example 1, the real situation is 'selling of oranges and
asples'. In example 2, the zeal problem (situation) is 'to evolve
a selling pulicy of two kincs of radios' and in the product m.ix
problem the real sitlution is 'productive scheduling'. In all these
froblems, mathematical formulation is mathematical mociel. The mathe-
maこical models in the acove examplesconsist of objective function
anc constraints which are expressed quantitatively or mathematically
as Functions of cecision variables 'Mathematical conclusion' eno
'iseal conclusion' constitute the solution of a lineam prog=amming
problem, wich we bolle be dealing within the next sectior.
```


## EXECICES :

1. A conpany makes two kinas of leather belts A, B. Belt $n$ is of higiner quality and belt $B$ is of lower quality. the respective profits are Rs. 4 and Rs. 3 per belt. Each belt of type A recuires twice as much time as a belt of type B, and, if all belts wers of type $B$, the cumpany, could make 1000 per day. The supply of leather is sufficient for cnly 800 belts per day (both $A$ and $\bar{B}$ combinea). Belt A requires a fancy buckle and only 400 per day are available. There are only 700 buckles a cay are available for belt B. Formulate this as a linear programining model.
2. Give an example of a real situation (other than those mentioned in this lesson) whose mathematical model is a linear programming model.
3. Give an example of a mathematical model vinich is not a linear programming mocel.
4. An Advertising company wishes to plan an advertising campaign in three different media - television, radio and magazines. The purpose of the advertising company is to reach as many potential customers as possible. Results of the market study are given below:

|  | Television |  | Radio | Niagazine |
| :---: | :---: | :---: | :---: | :---: |
|  | Lay İme | Prime İme |  |  |
| Cost of an aqvertising いろえて | $\begin{gathered} R_{6} \\ 40,000 \end{gathered}$ | $\begin{gathered} \text { FS. } \\ 75,000 \end{gathered}$ | $\begin{gathered} \text { fas. } \\ 30,000 \end{gathered}$ | $\begin{gathered} \text { Fis. } \\ 15,000 \end{gathered}$ |
| Number of poten－ tial customers rėched per ur．it． | 400，000 | 900，000 | 500，000 | 200，000 |
| ivumber of women customers reached per unit | 300，000 | 400，000 | 200，000 | 100，000 |

The company does not want to spend more than fs． 800,000 on acivertising． It Further requires that（i）atleast 2 million exposures take place amony women，（ii）advertising on television be limited to lis． 500,000 ，（iii）atleast 3 advertising units be bought on day time television and two units auring prime time；and（iv）the number of advertising units on radio and magazine should each be betheen 5 anc 10 ．

Find different types of advertising units whicn minimize the totミi number of potential customers reached is maximum． （i）ote：The problem involves four aecision variables）．

5．．rIite the constraints associnted with the solution space shown in the following figure and identify all redundant constraints．


Let us consider anotner exam,le of an optimis三tion robiem. he can examine whother this is a linear programining problem by formulating a mathematical model of the problem. ie can also try to finc the solution of the problem by graphical method.

Example 1 : A cuntractor has 30 men ana 40 women : 4 rking uncer him.
 Lue to the peculiar nature of the work site he could employ at the maximum of 50 workers cit a time. aman will carry 25 bags in a day and a woman will carry 20 bags in a day. A man demands pin. 45 a day and a woman cemancs i. 35 a day as their wages. In what ratio snould the contractor employ men and women so that the cost of moving the cement to the work site is minimum ?

```
New the mathematical model of the problem is :
```

Minimize $Z=45 x+35 y$
subject to the conditions
$x=0$
$y \geqslant 0$
$x \leq 30$
$y \leq 40$
and $5 x+4 y \geq 140$
( $x$ and $y$ are respectively the number of men and women employed and $z$ is the total wage for them).

The above problem is an optimisation problem. The objective function as well as the constraints are linear. Hence, it is a LPP.

The next step is to find a value for $x$ and a value for $y$ such that $45 x+35 y$ is minimum subject to the conditions laid down in the problem.
be first draw the graph of the inequations anc see how the graph will give the solution of the problem.


The intersection of the graphs of the inequations is the region of the polygon $A E C L E F$, called the feasible reaion. Any point $p(x, y)$ in the feasible regiun is a feasible solution of the LPP. The coorcinates of such a point will satisfy all the inequations. Let us consider a point $p(20,20)$ in this region. We can easily verify that it satisfies all inequations. So we can consider the $x$-courdinate of $p$ as a velue of $x$ and $y$ - coordinate of $p$ as a value of $y$. i.e. $x=20(x$-cocrdinate of $p$ ) and $y=20$ ( $y$ - coordinate of $p$ ) is a feasible solution of the Lpp. If we select another point sa; $L(10,40)$ in the region, $x=10$ and $y=40$ is another feasible solution of the problem. We know that there are infinite number of points in the region $A B C L E F$. The coordinates of each point will give a feasible solution of the problem i.e.
the number of feasible solutions are infinite. Ine froblen is to deciue wimch one of these is cptimal. For this, we mate use of the Eicliowing key result.
 objective function of the LPF always attains its optimum (minimum or maximum) at at least che of the corners (extreme points) of the fe::sible region.

Prcaf: i.e prove the valicity of the theorem for ti:o varizbles (ccizuinates) and in fact the same aIguments can be Extended to pacve the theorem for any number of variables.

Let $k$ be the set of feasible solutions of a lirissr programming prodiem. Let $\left(x_{1}, y_{1}\right),\left(x_{2}, y_{2}\right), \ldots,\left(x_{n}, y_{n}\right)$ be the extreme points (corners), of the feasible region corresponuing to $\because$. Let $\ddot{z}(x, y)=C_{1} x+C_{2} y$ be the objective function of the Iinemr programming problem.

Sup:ose for $x=x_{0}$ and $y=y_{c}$ the objective functicr attains its minimua.

That is, $\bar{Z}\left(x_{0}, y_{0}\right)=C x_{0}+C y_{0}$ is the minimum value of the objective function. Let $m=z\left(x_{0}, y_{n}\right)$.

If ( $x_{0}, y_{c}$ ) is one of the extreme points (corners) of the region representing $K$, the theorem is true. Therefore, we assume that ( $x_{e}, y_{n}$ ) is not an extreme point. Hence, by the definition of extrere point, ( $x_{0}, \ell_{6}$ ) can be expressed as a convex combination of extreme points of $k$.

That is,
$\left(x_{c}, y_{n}\right)=t_{1}\left(x_{1}, y_{1}\right)+t_{2}\left(x_{2}, y_{2}\right)+\ldots+t_{n}\left(x_{n}, y_{n}\right)$
where $t_{1}+t_{2}+\cdots t_{n}=1$ and $t_{1} \geqslant 0$.
This implies that
$m=z\left(x_{0}, y_{c}\right)=t_{1} z\left(x_{1}, y_{1}\right)+t_{2} z\left(x_{2}, y_{2}\right)+\ldots+t_{n} z\left(x_{n}, y_{n}\right)$
Suppose $Z\left(X_{I}, Y_{I}\right)$ be minimum along
$Z\left(x_{1}, y_{1}\right), \ldots ., z\left(x_{n}, y_{n_{1}}\right)$ so that
$Z\left(x_{i}, y_{i}\right) \geq Z\left(x_{I}, y_{I}\right), 1 \leqslant i \leq n$

Now (1) and (2) together imply that
$m \geq t_{1} z\left(y_{工}, y_{I}\right)+t_{\Sigma} z\left(x_{I}, y_{I}\right)+\ldots+t_{n} z\left(x_{I}, y_{I}\right)$
(Since $t_{i}^{\prime}$ s are non negative).
That is,
$m \geq\left(t_{1}+t_{2}+\cdots+t_{n}\right) \quad Z\left(x_{I}, y_{r}\right)$
or $m=2\left(x_{I}, y_{I}\right)\left(\right.$ ince $\left.t_{1}+t_{2}+\ldots+t_{n}=1\right)$
By cefinition of minimum
$m \leq Z(x, y)$ for ever $y(x, y)$ in $i$ and in particular
$m \leqslant \bar{L}\left(x_{r}, y_{r}\right)$
$(3)$ and ( $\sim$ ) together imbly that
$m=\ddot{L}\left(x_{I}, y_{I}\right)$ where $\left(x_{I}, y_{r}\right)$ is an extrene point. Thus $z$ ( the objective function) attains its minimum at an extreme point of the feasibility reuion.

Hemark :
Let for $x=x^{1}$ ard $y=y^{1}, z(x, y)$ (the cojective function;
uttuin its maximum. Then by cuefirition of maximum
$z^{1} \geq z(x, y)$ for every $x, y$ in $k$ (where $z^{1}=z\left(x, \cdot y^{1}\right.$;
$\Rightarrow-z^{i} \leqslant-z(x, y)$
$\Rightarrow-z^{i}$ is the minimum value of $-z(x, y)$
That is, $-z^{\prime}=\min (-z(x, y))$
or $-(\max z(x, y))=\min (-z(x, y))$
of max $z(x, y)=-\min \left(-z\left(x, y^{\prime}\right)\right)$

Thus rinimisation rroblem can be converted to maxinization. problems by consiciering negative of the objective function $z(x, y)$. And accoringly, the above theorem is true in the case of maximisation probletns also.

In view of the above theorem, it is sufficient to concentrate our attention only on the curner points of the polygon AUCLEF. Evaluating the objective function at each of the vertices of $\dot{A L C L E F}$ anc selecting the minimum of these values, we gl:t the minimum value of the objective function. The coorinates of the corresponiing vertices will constitute an optimal solution. The details are shown in the table given below:

$$
\text { : } 69 \text { : }
$$

```
Cornez :oint
Value of the ここjective function }Z=45x+35
M (23, C)
B (30,0)
C(30,20)
U (10,40)
E (0,40)
F (0,35)
```

```
\[
\begin{aligned}
& 45 \times 28+\text { ミこ.0 }=1260 \\
& 45 \times 30+35 \times 0=1350 \\
& 45 \times 30+55 \times 20=2050 \\
& 45 \times 10+\text { ミミ } \times-0=1850 \\
& 45 \times 0+E \sum x 40=1400 \\
& 45 \times 0+\text { こう } 25=1225
\end{aligned}
\]
```

Ihus，it is clear that when the ここntractor employs 35 women and no men the cost of moving cement to $\therefore=r k-s p o t$ is mirimum and the minimum cost is Ps．1225．Now let us sulve a maximisation probiem by graphical method．

Example 2：If a young man rides his motor cycle at 25 km per hour，he has to spend $\mathrm{m}_{\mathrm{w}} .2$ per km on petroi；if he rices $\therefore$ f faster speec of 40 km per hour，the cost increasミミ to fs． 5 per km．He has Ri． 100 to spend on petrol．what is the－．．aximum distance he can travel mithin one hour ？
Let $x=$ cistance travellec by the $\because o u n g$ man in one day at the speed of $2 \mathrm{~km} /$ hour，
and $y=$ distance travelled by the young man in one day at the speed of $40 \mathrm{~km} / \mathrm{hour}$ ．

Let $Z=X+Y$
Objective Function ：$Z=x+y$（with the objective to maximize $Z$ ）
Constraints：
i）money spent on petrol $=2 x-5 y \leqslant 100$（constraint due to money）
ii）total time of travel $=\frac{x}{25}+\frac{y}{40} \leqslant 1$（constraint due to time） or $8 x+5 y \leqslant 200$
iii）non negativity conditions ：$x \geqslant 0, y \geqslant 0$
He now araw the graph corresponcing to the constraints．


The feasible region is the shaded region of the polygon OABC.

Corner point
$0(0,0)$
$\mathrm{A}(0,20)$
$B\left(\frac{50}{3}, \frac{40}{3}\right)$
C $(25,0)$

Value of $z=x+y$
0
20

30
25

Therefore, $30=$ max $z=$ the maximum distance the young man can travel in one day.

The procedures that we follow in solving a LPE (in two variables) by graphical method is summarised below:

1. Mark the feasible region. (This is the intersection of the graphs of constraints).
2. Evaluate the objective function at each of the corner points of the feasible region anc pick out the point which gives the minimum (maximum) value for the objective function as the case muy be.

Theorem holes true if there exists an optimal solution to a LU: There may be cases where the objective function has no finite optimal value. For example,

Maximisc $Z=x+2 y$
subject to $x+y \ddot{=} 1$
$x=0, y=0$
$y \leqslant 4$

The shaced region in the following ficure is the feasible region of the problem. Note that the feasizle regizn is not a polygcnal region, but is unbounded.


In this case, moving farther away from the origin increases the value of the objective function $\bar{L}=x+2 y$ and the maximum value of $Z$ would tend to $+\infty$ i.e., $Z$ has no Einite maximum. whenever a LPp has no finite optimal value (maximum or minimum), we say that it has an unbounded solution. Further, there could be a linear programming problem such that it has no feasible solution.

```
For example,
Haximise }\ddot{Z}=4x+3
subject to }x+y=
2x+3y>6
x\geqslant0,y\geqslant0
```

The shacked regions $A$ and $B$ in the following figure indicate the graphs of the inequation $x+y \leqslant i$ and the graph of the inequation $2 x+3 y \geqslant 6$ respectively.


Obviously, the intersection of $A$ and $B$ is empty. Hence the LPP has no feasible solution.

The following LPY has or does not have a feasible solution depending upon the value of $L$.

Maximise $Z=x$
subject to $x+y \approx L$
$-x+y \leqslant-1$
$x \geqslant 0, y \geqslant 0$
If $L=1$, the feasible region of the problem consists of just one point $(1,0)$ (see figure shown below).


If $L=y 2$, the feasible region is empuy since there are no points sutisfying the mon-negativity restrictions.


In fact, Éc= ail values of $L<1$ the feasible region corresporicinc to the giver constraints is empty.

The above fact can also be verifiec analytically. For $i<1$, suppose theze exisis a point $\left(x_{\mathcal{\prime}}, Y_{q}\right)$ satisfying ihe constraints
of the probien.
That is $x_{1}-\because_{1}<1$, since $i$ is stinctly less than 1
$-x_{1}+y_{1} \leq-1$
and $x_{1}=0, y_{1}=0$
The fi䒑st tioc inecualities imply (by acainj them), that $2 \gamma_{1}<0$.

In otre= voIas, $y_{1}<0$ which contradicts the fact that $y_{1} \geqslant 0$.

Inus we concluce that there is no point ( $x, y$ ) which satisfies Lhe given constraints whenever $L<1$. If $L=2$, the fewsible reqion is the shaded region $A B C$ of tree figure which is non empty.


```
Eron the Eoreguing ciscussion, it is cleミニ that tho feasible
regizn is non-empty ic= all values of \(L \geqslant i\).
    I: \(i=1\), it consists of just one point. If \(L>1\) it censists
of iriznizely many points.
    "e can verify this analyticaily also. Given constraints are
    \(x-\ddot{y}=L\)
    \(-x-y \leqslant-1\)
    \(x \geq 0, y \geq 0\)
First two inecualities. (by acicing tnem) i-miy that
\(2 y \leqslant L-1 \quad\) or \(L-1 \geqslant 2 y\)
This implies that
    \(i-1 \geq 0,(\) since \(y \geq 0)\)
In other horas, \(L \geq i\)
If \(L=1\), choose non regative numbers \(x_{1}\) and \(y_{1}\) such that
    \(2 x_{1}=L+1\)
and \(2 y_{1}=L-1\)
(7nis is possible since \(L-1 \geqslant 0\) )
These equations imply that
    \(2 x_{1}+2 y_{1}=2 L\) and \(-2 x_{1}+2 y_{1}=-2\)
That is, \(x_{1}+y_{1}=L\) and \(-x_{1}+y_{1}=-1\) obviously, such \(x_{1}\) and \(y_{1}\)
satisiy the given constraints.
Thus we conclucie that there exist numbers \(x=x_{1}\) and \(y=y_{1}\) satisfying the given constraints if and only if \(L \geqslant 1\).
That is the given L. \(\bar{F} \cdot P\). has a feasible solution if and only if \(L \geqslant 1\).
lie now solve the given L.P.P.
If \(L<1\), then the given problem has no feasible solution. Therefore, let \(L \geqslant 1\).
If \(L=1\), the feasible solution has just one point (1,0) ard so the maximum value \(c=u\) is 1 . The feasible region for any value of \(L>1\) will look like the shaded region \(A B C\) of the following figure.
```



The coordinates of $A$ are obtained by solving $x+y=L$ and $-x+y=-1$. i.e., $x=\frac{L+1}{2}, \quad y=\frac{L-1}{2}$

Now,
the value of $Z$ at $A=\frac{L+1}{2}$
The value of $Z$ at $B=1$
The value of $Z$ at $C=L$
Since $L \geq 1, L+1 \geq 2$ and so $\frac{L+1}{2} \geq 1$
Also, since $L \geqslant 1,2 L \geqslant L+1$ and so $L \geqslant \frac{L+1}{2}$
Thus, we have

$$
1 \leqslant \frac{L+1}{2} \leqslant L
$$

Therefore, max
$L\}=L$
That is maximum value of $Z$ is $L$, and $Z$ attains the maximum at $C$.

```
    :77:
    If the problen: is == minimize I=x with the same constrairこj,
minimum value of Z is : 三ncit is Ettained at E.
```


## Exercises ：

1．Choose themost $\begin{gathered}\text { moここopriate } \\ \text { answe＝．}\end{gathered}$
i）The set of feasizi ミolutions of a linear z＝egramming proziem is
a）convex
b）$r:=$ ：$\equiv$ convex $s \in t$
c）convex of concave
b）bounded and cor．$\because$ ．
i－）The minimum numbe＝三̇irequetions needed to Einc ま Feasible region in a linea二＝＝og＝ammireg problem is
a）1，
b）2，
c $\Xi$ ，
a） 4
i三i）The maximum value $=$ E the odjective function of a linear programing prodl三．．．三livays occurs
a）exactly at one $\because \equiv$＝tex of the feasibility region．
b）everyminere in trifeasibility region．
c）at all the verさミこミs of the feasibility region．
d）at some vertices $=$ f the feasibility iegion．
iv）The feasible regio $:$ of a linear programminc problem intersects
a）first quaarant
b）seconci quad＝ant
c）third quadrant
c）fourth quadrent
v）$\quad$ factory has an au＝＝lathe which when used to produce screns
ot larger size proc－zes 400 items per week and binen used to produce screws of $s$ ．．．三iler size produces 300 items per week． Supply of rods usec $-\therefore$ making these screws limits the total production of both $\because \because \mathrm{e}$ pespek to 380 items in all．The factory makes a prożof 25 paise per large screw and 10 paise per small scrs．．．How much of each type should be produced to get a meximum profit？（ans．80，300）
vi）Using graphical metr．こう
maximise $Z=3 x+4 y$
subject to $4 x+2 y \leqslant \subseteq 0$

$$
2 x+5 y \leqslant 180
$$

$x \geqslant 0, \quad y \geqslant 0$,
（nns：$x=2.5 ; y=$ Ej：maximum value $=147.5$ ）

```
vii) Usinミ \Xi=aphical metnce
    minimミミミZ= - x + 2;
    subj\epsilonこ: to x + 2y\geqslant2
    3x+y\geqslant3
    4x+3y\geqslant6
    x\geqslant0, y\geqslant0
    (Ans: x =.6, y = 1.2, minimum value = c. . )
viii) Consicte= the following problem :
    Maxim:こ三Z=6x_
    subject to }\mp@subsup{x}{1}{}-\mp@subsup{x}{2}{}\leqslant1; 3\mp@subsup{x}{1}{}-\mp@subsup{x}{2}{}\leqslant6; \mp@subsup{x}{1}{},\mp@subsup{x}{2}{}\geqslant0
    Show g=\equivphicaliy that at the optimal solution the variables
    \mp@subsup{x}{1}{},\mp@subsup{x}{2}{}
    objective function remains constant.
    ix) Consicer the following LFP :
    Maximizz Z = 4x + 4y
    subject to 2x+7y\leqslant 21; 7x + 2y\leqslant49; x,y\geqslant0.
    Find the optimal solution ( }x,y\mathrm{ ) graphically. What are the
    ranges of variation of the coefficients of the objective
    function that will keep (x , y ) optimal ?
\(x\) ）Consider the following problem．
Maximize \(Z=3 x+2 y\) subject to \(2 x+y \leqslant 2,3 x+4 y \geqslant 12\) ， \(x, y \geqslant 0\) ．
Show gaephically that the problem has no feasible extreme points．What can one conclude concerning the solution of the prozlem？
xi）Prove or disprove ：
a）For some LFP，the set of feasible solutions is a disjoint unicn of convex sits．
b）The set of feasible solutions of every LPP is non empty．
c）Every L．P．P．is a mathematical model．
```

$\therefore$ ADLicutions uf L．F．
L戸 is 三ponerful anc wicely applied technique to szioe problems こeletez tc decision making．It was employed formeily ir zneee najor catacazies－military apilications，inter ircustry Economics and zero sum Fioc－pezsor gemes．But，now the emphesis hea seen shiftec io the indusirial area．the following are £ fe：$=$＝the aそ口lications of L．．．

 eccromy cE a region whereas the sEcana is reletea ta inciricual fan．．．

2．incustri $\equiv$ 1 aprlications ：

```
    a) Lnemizal Inci.istry - Froduction ana invento=% cor:=01 -
        chemical ecuilitrium prcolem.
    c) Coal Endusiry
    c) sirline operetions
    ^)Communication incustry - cptical desijn anci utiliseミtion of
                        communication net:0=k
    e) Iron anci steミ1 industry
    f) Haper incus=r'' - for optimum newsprint prosuctior.
    g) petroleum industry
    h) Rail road incustry
```

©. Economic analysis - Lapital budgeting
$\therefore$. Militar: - beapon Selection anu lerget anaiysis
5. Fersonal assignment
6. Production scheduling - inventory control and planning cost
controlled production

7．Structural desiuns
8．Trafíic analysis
9．Iransportation problem and network theory
10．Travelling salesman problem
11．Logical cesign of electrical network
12．Efficiency in the operations of a system of Lams

```
: 80 :
```
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1. The solution of Alge:raic Equations
2. Numerical Integration
by
DI.B.S.P.RAJU

## NUSESICRL METHODE ：

Intrcひuこさion：
…－．．ericul hez．oos are the - ．ethocs or procezures that explains how こo シind approwimate soluticr of ？ a己ta．Znese proceこures use onl basic arithmetic operations like adcitミこn ，subtracミicn，multipi̇cミtir，division anc exponentiation anc cežain other iogical operきさえons such as algebraic comparisons undiae other methocs where we us三 complicated techniques like diffexzntiation and integration．Ihis is because the procedures are so designed for the execution or a mocern high speer digital compute＝．

The numerical cata used in solving the problems of every day life are usually not exact，anc the numbers expressing such cata are therefore not exact．Not cnly the ciata，someinmes the methods and $f=0 c e s s e s$ by which the desired result is to be found are also approximate．The numerical data is not exact because of one or many of the following reミsons．

1．The imperfections in the instrument such as faulty gracuation marks，：：arping of $\bar{a}$ nooden $\because$ ardstick due to mois：ure，precision of the instrument．

2．Perミonal errors ミrising due to personal bias or judgement；lack of kno：：rledge of the use of instruments．

3．Theoretical errors arising cue to the use of the instruments other than those for which the instrument is designed or calibrated． 4．acciaental errors over winch the observer has no control．

So all numericel calculations a＝e approximate and so we study wnat are approximate numbers．

## 1．2 Ap：roximate Numbers ：

mpproximate numbers will arise from measurenent，from estimates， from roundiny exact numbers or from computations with exact numbers． The rational numbers $5 / 6$ and $0.83 \frac{1}{3}$ are both exact but the natural numbers .83 is an approximate number for $\frac{5}{6}$ ．The irrational number $\sqrt{10}$ is an exact number，but the rational number $3 \cdot 16$ is an approxi－ mation of the irrational number $\sqrt{10}$ ．

```
    Since approxinate number implies th: existence of an exjos
nlmbe=, &e raburaily wish to know how "ucod" or how "close".
The ap:ここふimation is. This %e zead in tre rext two sectiors.
```


## Sionizican figures ：

```
    f signizicant iigure is any one of the cigits 1,2,3,\ldots,g and 0
is a sienizicant fisure except when it is used to fix the cecimal
point or to fill the places of unknown or uiscarded ciigits.
    It can ve split it into the following ways :
1. nll non zero figures are always significent wherever useci.
2. Leros cocurimg between non-zero figures are alwe%s signizincant.
3. Teminal zeros following the decimal voint are aluays significant.
4. In a number less than 1, zeros immecietely following the decimal
    point are not significant.
E:: 48.3 all are sivnificant figures.
    46.05 -all are siunificant figures.
    .002-t::u is the only significant figure.
    0.20-t:% and zero are significant figures.
```


## roundina off numbers

To rounc off a number to $n$ significant figures ciscard all cigits to the right of the nth place．

If the igit in the $(n+1)$ th place is less than 5 leave the nth aigit unchanged．If the digit in $(n+1)$ th place is greatez than 5 add 1 to the nth $: i=i g i t$ ．If the digit in the $n+1$ th place is equal to 5 leave the nth digit unaltered if it is an even number，but increase it by 1 if it is an odd number．

We follow the anove rule，to reduce the errors to a minimum． Nos．Rouncied to 4 significant figures $65.634 \quad 65.63$ 65.63618 ． 65.64 $65.63501 \quad 65.64$ 65.68501
65.68

The solution o Numerical algebraic Equations
Introduction: Finding the roots of an algebzeic equation is one of the challenging, interesting and is fascinating to many since a long tine. ie have a $w \in 11$ defined formula to find the zoos of any quadratic equation and beyond this : : e do rot have definite formula thar helps to solve any equation. Vel; though there is a method so solve a cubic equation, it is not that simple. There are methocis to solve when the equations are of particular type say reciprocal equations etc. but no general method occurs beyond the degree $こ$.

Here :ie :will discuss some methods in the following sections. Equation. IEr is a positive integer, and $a_{0}, a_{1}, a_{2}, \ldots, \bar{a}_{n}$ ares constants and $a_{0} \neq 0$ an expression of the form
$a_{0} x^{n}+a_{1} x^{n-1}+\cdots+a_{n}$
is called a polynomial in $x$ of nth degree.
The equation obtained by putting the polynomial equal to zero is called En algebraic equation.

$$
u_{1} x^{n}+u_{1} x^{n-1}+\cdots+u_{n}=0
$$

of nth segre.
Root : Any value of $x$ for which the polynomial $f(x)$ vanishes is called a roo of the equation

$$
f(x)=0
$$

## Relation between the roots and coefficients of equation :

Let the equation be

$$
a_{0} x^{n}+a_{1} x^{n-1}+\cdots+C \cdot n=U
$$

If $\alpha_{1}, \alpha_{2}, \ldots \alpha_{n}$ are the roots of this equation, then we have

$$
\sum_{i=1}^{n} \alpha_{i}=-\frac{a_{1}}{a_{0}}
$$

$$
\begin{aligned}
& \sum_{i=1}^{n} x_{i} x_{j}=\frac{i-}{a_{-c}} \\
& x_{j}, \alpha_{2} \alpha_{3} \cdot x_{n}=(-1)^{n} \frac{a_{n}}{a_{c}}
\end{aligned}
$$

Here be give some results which are usez-l in the coming sections : 1. $f(x)$ dezined above is a continuous Eunction in $x$ Eor all values of $x$.
2. Every ecuation $f(x)=0$ of the nth degree has $n$ arid oniy $n$ roots.
3. In an ecurtion with real coeḟ̇icients, imacinezi roots occur in pairs.
4. In an equation with rational coefficients irrational roots occur in pairs.

Finding an approximate value of the roots (Initial approximation) :
All the methods in this chapter requize one or t: $:$ approximate values of a root (initial vaiues) to begin with, winicn can be found in one of the following ways:

Given $f(x)=0$;
We suizstitute at rancom successive values for $x$ till for two successive values of $x, f(x)$ changes sign.
This is based on the following theorem :
If $f(x)$ is continusus from $x=a$ to $x=b$ and if f(a) and $f(b)$ have opposite siuns, then there is atleast one real root betireen a and $b$.

Let $f(x)=a_{0} x^{n}+a_{1} x^{n-1}+\ldots+a_{n}=0$
The largest root may frequently be approximated by the root of the linear equation.

$$
a_{0} x+a_{1}=0
$$

or by the root larger in absolute value of the quacirative equation

$$
a_{0} x^{2}+a_{1} x+a_{2}=0
$$

The smallest root may similarly be aphroximated by the ruot of the equation

```
    \(a_{n-1} x+a_{n}=0\)
or by the sincllez zoot in absolute value of the guaciratic equation
    \(a_{n-2} x^{2}+a_{n-1} x-a_{n}=0\)
```


## BISECIICH: WET.CL OHLHE INTERVAL RET:OD

The methoc has been explained in the text book. Eut here re give an algorithm.

Step 1 : Find out wo values $x_{1}$ and $x_{u}$ for the roots of the given equation so that $f(x)$ have opposite signs
i.e. $f\left(x_{1}\right) f\left(x_{u}\right)<0$

Step 2 : Compute $x_{I}=\frac{x_{1}+x_{u}}{2}$

If this $x_{r}$ is accurate enough to meet your requirenent, go to Step 4.

Step 3 : If $f\left(x_{q}\right) \pm\left(x_{r}\right)<0$, then the root lies in

$$
\left[x_{1}, x_{I}\right] \text { and set } x_{u}=x_{I} \text { and to go to step } 2 .
$$

If $f\left(x_{1}\right) f\left(x_{\mathbf{I}}\right)>0$; then the root lies in $\left[x_{I}, x_{u}\right]$
and set $x_{1}=x_{r}$ and go to step 2 .
If $f\left(x_{1}\right) f\left(x_{r}\right)=0$; then the root is equal to $x_{r}$ and go to step 4.
Step 4: $x_{r}$ is one of the root of the equation.
Since each anolication of the iterative scheme reduces the length of the interval in $x$, by half, known to contain $\alpha$. Where $\alpha$ is the root of the equation, this procedure is called the half interval method.
2.7.1 To firs the number of iterations or operations to cary y cut to get the root within a prescribed tolerance :

Let $\left[a_{0}, b_{0}\right]$ be the initial interval in which the root lies, and be the prescribed tolerance and so

$$
\frac{b_{z}-a_{c}}{2^{n}} \leq \varepsilon \quad \text { where } n \text { is the number of iterations }
$$

Taking logarithms on both sides

$$
\operatorname{lig} \frac{b_{c}-u_{0}}{2^{n}} \leq \log \varepsilon
$$

ie., $\log \left(b_{0}-a_{0}\right)-\log 2^{n} \leq \log \varepsilon$
ic., $\log \left(b_{0}-a_{0}\right)-\log \leqslant n \log n$
i.e. $n \log 2 \geqslant \log \left(\frac{b_{0}-u_{c}}{\varepsilon}\right)$
$n>\log \left(\frac{b_{0}-a_{c}}{\frac{\varepsilon}{\operatorname{lin} 2}}\right)$
Newton - Haphson Method:
lie give here a method which is different from theft text book.
Let $y=f(x)$ be the equation whose roots are to be found. Let $x$ be one of the root, $x_{0}$ be the approximate value of the root and $h$ denote the correction which must be applied to give the exact value of the root, so that

$$
\begin{equation*}
f\left(x_{0}+h\right)=f(\chi)=0 \tag{1}
\end{equation*}
$$

By Taylor's Theorem,

$$
f\left(x_{0}+h\right)=f\left(x_{0}\right)+h \frac{f^{\prime}\left(x_{c}\right)}{1}+\frac{h^{2} f^{\prime \prime}\left(x_{0}\right)}{2}+\cdots .
$$

By neglecting the higher order terms from $h^{2}$ and by (1)

$$
\begin{aligned}
& 0=f\left(x_{0}\right)+\frac{h f^{1}\left(x_{0}\right)}{1} \\
& h=\frac{-f\left(x_{0}\right)}{f^{2}\left(x_{0}\right)}
\end{aligned}
$$

$$
\text { If } x_{1}=x_{0}+h \text {, Then }
$$

$$
x_{1}=x_{c}-\frac{f\left(x_{c}\right)}{f^{\prime}\left(x_{i}\right)}
$$

$\operatorname{simi} 2 \equiv=1 y^{\prime}, \quad x_{2}=x_{1}+h=x_{1}-\frac{f\left(x_{1}\right)}{f^{\prime}\left(x_{1}\right)}$

$$
\begin{array}{r}
x_{n}=x_{n-1}-\frac{f^{\prime}\left(x_{n-1}\right)}{f^{\prime}\left(x_{n}-1\right)} \\
x_{n+1}=x_{n}-\frac{f\left(x_{n}\right)}{f^{\prime}\left(x_{n}\right)}
\end{array}
$$

Io $\because=\sim$ the square root of a number by Neitinn Ravnson Hethoa:
ㄹet $K$ be the number whose square root is to be founc.
i.e. $\operatorname{set} \sqrt{k}=x$

Squa=ing on both siaes.

$$
k=x^{2}
$$

i.e. $x^{2}-k=0$

If $\operatorname{in}$ solve the ecuation we will get the surure root of the given numice: $k$.

Let $f(x)=x^{2}-k$

$$
f^{i}(x)=2 x
$$

By an:lying the llewton Raphson method

$$
\begin{aligned}
x_{n+1} & =x_{n}-\frac{x^{2} n-k}{2 x_{n}} \\
& =\frac{x_{n}^{2}+k}{2 x_{n}} \\
& =\frac{1}{2}\left(x_{n}+\frac{k}{x_{n}}\right) \text { for } n=0,1,2, \ldots
\end{aligned}
$$

Io find tree zeciprocals of numbers without division by Newton
Bronson $\because \because \in=. . .2 e$.
For a given number $k>0$, we want to find the value of gk (we are not considering $:=0$, because in that case $\frac{1}{k}=\frac{1}{0}$ is m - undefined and $k<0 ;$ E.e. $k=-$ veii i.e. $\frac{1}{-k}=-\frac{1}{k}$ so we can add $-\operatorname{sign}$ to $+\frac{1}{k}$ and hence $\vdots=i s$ unnecessary).

Let $x=\frac{1}{k}$
i.e. $\frac{1}{x}=\frac{1}{1 / k}$
(we are not considering $x-\frac{1}{k}=$ Min which case

$$
f(x)=x-\frac{1}{k}
$$

and $f^{1}(x)$ becomes 1

$$
\left.x_{n+1}=x_{n}-\frac{\left(x_{n}-1 / k\right)}{1} \quad \text { i.e, } \quad x_{n+1}=\frac{1}{k}\right)
$$

i.e. $\frac{1}{x}-\therefore=0$

Let $f(x)=\frac{1}{x}-k$

$$
f^{1}(x)=-\frac{1}{x^{2}}
$$

Substituting $f(x)$ and $f^{1}(x)$ in Newton Raphson's formula

$$
\begin{aligned}
& x_{n+1}=x_{n}-\frac{n^{1}\left(x_{n}\right)}{} \\
x_{n+1}= & x_{n}-\frac{\frac{1}{x_{n}}-k}{-\frac{1}{x_{n}^{2}}} \\
= & x_{n}+\left(\frac{1}{x_{n}}-k\right) x x_{n}^{2} \\
= & x_{n}+x_{n}-k x_{n}^{2} \\
= & 2 x_{n}-k x_{n}^{2}=x_{n}\left(2-k x_{n}\right) \text { for } n=0,1,2, \ldots
\end{aligned}
$$

By Nenton haphson methoc, $\because$ e get the root in a $=3$ iterations that the methods we ciscussec earlier. But it is nct al\%引ys guaranteed that as the iterations increases it gives c.nve=シent root. It cepends on the initial value chosen. So here we give the bounds between which the initial value should lie so that it gives a convergent root in the case of finuing the reciprocal of a number by Newton Raphson method.

We have $x_{n \div 1}=x_{n}\left(2-k x_{n}\right)$
Let $F(x)=x(2-k x)$

$$
=2 x-k x^{2} \text { so } F^{1}(x)=2-2 k x
$$

$-1<F^{1}(x)<1$
i.e. $-1<2 \quad(1-k x)<1$

$$
\begin{array}{ll}
\text { i.e. }-1<2(1-k x) & 2(1-k x)<1 \\
-j / 2<1-k x & 1-k x<y 2 \\
-3 / 2<-k x & -k x<y 2 \\
3 / 2>k x & k x>y 2 \\
k x<3 / 2 & x>y 2 k \\
x<3 j k &
\end{array}
$$

$$
\text { i.e. } \frac{1}{2 k}<x<\frac{3}{2 k}
$$

$k$ is a positive integer

$$
0<x<\frac{3}{2 k}<\frac{2}{k}
$$

i.e. $0<x<2 k^{-1}$

In order to get a convergent root it is better if we choose the initial value of $x$ between 0 and $2 / k$.

As an example for the notes given above
If $f(x)=\left\{\begin{array}{lr}\sqrt{x-r} & \text { for } x \geqslant r \\ -\sqrt{r-x} & x<r\end{array}\right.$
and $x_{1}=r-h ; \quad$ then $x_{2}=r+h$
and successive approximations will move back and forth between the two values.


Remar:: The method wizl fail at any time $\because$ hen $f^{1}\left(x_{n}\right)=0$ for some $n$. Inen in that case, chiose a new starting vielue.

Mssiament and Self Test

1. ت̈ind a root oi the equation given belo by Bisection methoc, Ealse position netiod and Neiton haphson method.
2. $x=-\frac{1}{(x+1)^{2}}$
3. $-0.874 x^{2}+1.75 x+2.627=0$
4. $t^{3}-4 x^{2}-6 t-4=0$
5. $x=(5-x)^{y 3}$
6. $x^{3}-2 x-5=0$
7. $x^{3}-x-4=0$
8. $x^{3}-5 x+3=0$
9. $x^{4}-x-10=0$
10. $x^{3}-100=0$

Find the square root of the following by liewton-haphson methoc to four significant figures.

1. 3
2. 5
3. 7
4. 11

Find the reciprocals of the following numbers by wewton haphson method without ac:ual division.

1. 3
2. 6
3. e

## NUMERICOL INTECR-TICN

Introduction:
Given a folynomial we can be able to vilte the values of $y$ for a given velue of $x$. But in scientific epplications generally we gei the tabulated ada. From the tabulated ata $w \in$ fit a polynomial using finite difierences. Such polynomials are called inter-polating polynomials. There are several interpolation formulae like Newton's gregory forward and backward formulae, Bessei's Sterling's fomula etc. wich are very much useful in numerical differentiation and integration. Here in the following section we derive Newton-Cotes Integration formula, so that we can decuce the Simpson's y 3 rule, Simpson's $3 / 8$ th rule, trapezoidal rule, heddle's rule etc.

## Newton-Cotes Intearation Formula :

Let $x_{0}, x_{1}, x_{2}, \ldots, x_{n}$ are the $n+1$ evenly sp a ced base points from which an interpolating polynomial of degree $n$ has been obtained with the help of the functional values at the base points. (Here we assume the polynomial. For an understanding of interpolating polynomials, readers can refer the book Numerical malysis by SCmfigonough). Let a be the lower limits of integration coincides with the base point $x_{0}$. Let $b$, the upper limit of integration, be arbitrary for the moment.
Then,

$$
\begin{aligned}
& \int_{h}^{h} f(x) d x=\int_{x_{0}}^{b} p_{n}(x) d x \\
& \alpha=\frac{x-x_{0}}{h} \therefore \text { Lower Limit }=\frac{x_{0}-x_{L}}{h}=0 \\
& x=x_{0}+h \quad \therefore \text { Upper limit }=\frac{b-x_{0}}{h} \\
& d x=\frac{h \cdot d x}{\bar{\alpha}}\left(p_{n}\left(x_{0}+h\right) d \alpha\right. \\
&=h \int_{0}
\end{aligned}
$$

$\left.\left.\approx h \quad-f\left(x_{c}\right)+x \Delta f\left(x_{c}\right)+\frac{\lambda(1-1)}{L^{2}} \Delta^{2}+\left(x_{c}\right)\right)+\cdots\right] d x$ $\approx h-f\left(x_{i}\right)+\frac{x^{2}}{2} \Delta f\left(x(0)+\left(\frac{x^{3}}{6}-\frac{z^{2}}{4}\right) \Delta^{2} f\left(x_{0}\right)+\right.$

$$
+\left(\frac{x^{4}}{22^{4}}-\frac{x^{3}}{6}+\frac{x^{2}}{4}\right) 0^{3} f(x+\cdots]_{0}^{\bar{x}}
$$

$\ddot{i}$ - the tams vanish at the lower limit arc so
$\int_{-}^{h} f(x) \sim h\left[\bar{a} f\left(x_{0}\right)+\frac{\bar{x}^{2}}{2} \Delta f\left(x_{i}\right)+\left(\frac{\bar{x}^{3}}{t}-\frac{\bar{x}^{2}}{4}\right) \Delta^{2} f\left(x_{0}\right)\right.$

$$
\left.+\left(\frac{\bar{x}^{4}}{24}-\frac{x^{3}}{6}+\frac{\bar{x}^{2}}{4}\right) \Delta^{3} f\left(x_{0}\right)+\cdots\right] \rightarrow(I)
$$

If the upper limit $b$ is chosen to cojncice with one of the base points so that $b=x_{m}(s a y)$ then

$$
\begin{aligned}
\bar{x} & =\frac{x_{m}-x_{0}}{h}=\frac{x_{0}+m h-x_{0}}{h} \\
& =\frac{m h}{h^{\prime}}=m
\end{aligned}
$$

i.e. assumes the integral value $m$.

By giving various values to $\bar{\alpha}$ we get various formulas i.e.
by putting $\bar{x}=1$, we get trapezoidal rule
by putting $\bar{X}=2$, we get Simpson's yard rule
by putting $\alpha=3$, we get Simpson's $3 / 8$ th rule
by putting $\bar{\alpha}=6$, we get Wedcle's rule and so on.
Trapezoidal thule :

$$
\text { Put } \begin{aligned}
\bar{x}=m=I, & \text { in }(I) \quad a=x_{0} \\
\int_{x_{0}+h}^{f(x) d x} & =h\left[f\left(x_{0}\right)+\frac{1}{2} \Delta f\left(x_{0}\right)\right] \\
x_{0} \quad & h\left[f\left(x_{0}\right)+\left[\frac{f\left(x_{0}+h\right)-f\left(x_{0}\right)}{2}\right]\right. \\
& =-\frac{h}{2}\left[2+\left(x_{0}\right)+f\left(x_{0}+h\right)-f\left(x_{0}\right)\right] \\
& =\frac{h}{2}\left[f\left(x_{0}\right)+f\left(x_{0}+h\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{h}{2}\left[f\left(x_{0}\right)+f\left(x_{1}\right)\right] \quad \text { where } x_{1}=x_{0}+h \\
& \left\{\begin{array}{l}
x_{0}+z h \\
f(x) d x=\frac{h}{2}\left[f\left(x_{1}\right)+:\left(x_{2}\right)\right] \\
x_{0}+h!
\end{array}\right. \\
& \lambda_{0}^{+h / 2} f(x) c i x=\frac{h}{2}\left[f\left(x_{n-1}\right)+f\left(x_{n}\right)\right] \\
& x_{i}+(n-1) h
\end{aligned}
$$

Adding all these integrals we get

$$
\begin{aligned}
& \int_{x_{0}}^{x} f\left(x_{0}\right) d x=\frac{h}{2}\left[ \pm\left(x_{0}\right)+2 f\left(x_{1}\right)+2 f\left(x_{2}\right)+\ldots+\angle f\left(x_{n-1}\right)+ \pm\left(x_{n}\right)\right] \\
= & \frac{h}{2}\left[I\left(x_{0}\right)+2\left\{f\left(x_{1}\right)+f\left(x_{2}\right)+\ldots+f\left(x_{n-1}\right)\right\}+f\left(x_{n}\right)\right]
\end{aligned}
$$

This is called the trapezoidal rule.
Note: If we increase the number of intervals then the trapezoidal rule gives a better value.

SIIMPSCN'S y ard KULE :

$$
\begin{aligned}
\text { Let } \bar{\alpha}=m & =z \text { in }(I)\left(\text { derived earlier, then } b=x_{2} ; a=x_{0}\right) \\
\int_{x_{0}}^{f} f(x) d x & =h\left[2 f\left(x_{0}\right)+\frac{4}{2} \Delta f\left(x_{0}\right)+\left(\frac{z^{3}}{6}-\frac{2^{2}}{4}\right) \Delta^{2} f\left(x_{0}\right)\right] \\
& =h\left[2 f\left(x_{0}\right)+2 \Delta f\left(x_{0}\right)+\frac{1}{2} \Delta^{2} f\left(x_{0}\right)\right] \\
& =h\left[2 f\left(x_{0}\right)+2\left\{f\left(x_{1}\right)-f\left(x_{0}\right)\right\}+y 3\left\{f\left(x_{2}\right)-2 f\left(x_{1}\right)+f\left(x_{0}\right)\right\}\right] \\
& =h\left[2 f\left(x_{0}\right)+2 f\left(x_{1}\right)-2 f\left(x_{0}\right)+y^{\prime} 3 f\left(x_{2}-2 / 3 f\left(x_{1}\right)+y 3 f\left(x_{0}\right)\right]\right. \\
& =\frac{h}{3}\left[6 f\left(x_{1}\right)+f\left(x_{2}\right)-2 f\left(x_{1}\right)+f\left(x_{0}\right)\right] \\
& =\frac{h}{3}\left[f\left(x_{0}\right)+4 f\left(x_{1}\right)+f\left(x_{2}\right)\right]
\end{aligned}
$$

$$
\begin{aligned}
& \int_{4} \\
& \int_{x_{2}}^{x_{4}} f(x) d x==\frac{h}{3}\left[f\left(x_{2}\right)+2 f\left(x_{3}\right)+f\left(x_{4}\right)\right] \\
& x_{i}+x h \\
& \int_{n} f(x) d x=\frac{h}{3}\left[f\left(x_{n-2}\right)+4\left(x_{n-1}\right)+f\left(x_{n}\right)\right] \\
&\left.x_{i-f}(n-2)\right|_{7}
\end{aligned}
$$

Acing all the above we get

$$
\begin{aligned}
\int f(x) d x= & \frac{h}{3}\left[f\left(x_{0}\right)+4\left\{f\left(x_{1}\right)+f\left(x_{3}\right)+\ldots+f\left(x_{n-1}\right)\right\}\right. \\
& +2\left\{f\left(x_{1}\right)+f\left(x_{4}\right)+\ldots+f\left(x_{n-2}\right)\right\}+f\left(x_{n}\right)
\end{aligned}
$$

This formula is known as Simpson's y 3 ra rule.
Note: The -interval of integration should contain an even number of steps of width $h$.

By means of an example we explain how to choose the interval ho that the value obtained by Trapezoidal rule is correct to any number of given places.
Ex: Predict how tight 1 y values of $f(x)$ must be packed (what interval h) for the trapezoidal rule itself to achieve a correct result to four places,

$$
\text { for } \int_{1}^{2} \frac{d x}{x}
$$

Ans: Given $f(x)=\frac{1}{x}$

$$
\begin{aligned}
& f^{1}(x)=-\frac{1}{x^{2}} \\
& f^{11}(x)=\frac{2}{x^{3}}
\end{aligned}
$$

Max. $f^{11}(x)=2$ for $x=(1,2)$
Truncation error $-\frac{(b-a)}{12}$$h^{2} \quad f^{11}(x) \quad \begin{gathered}\text { (Reader can get it from any } \\ \text { standard book on Numerical } \\ \text { Analysis) }\end{gathered}$

$$
\begin{aligned}
&=-\frac{(2-1)}{12} n^{2} \\
&=-\frac{n^{2}}{6}<.00005 \text { (given in problem) } \\
& \text { i.e. } h^{2}<.0003
\end{aligned}
$$

$$
\text { : } 96 \text { : }
$$

i.e. $h<\frac{\sqrt{3}}{100}$

Evaluate the following integrals by using trapezoical rule and Simpson's y 3rd ruie.

1. $\int_{1}^{3}\left(x^{3}-2 x^{2}+(x-5) d x\right.$
$2 . \int^{1.3} \sqrt{x}$ dix
2. $\int_{1}^{2} \frac{d x}{x}$
3. $11 \cdot \frac{x}{\sinh x} d x$
4. $\int_{-3}^{3+6} x^{4} d x$
5. $\int_{c}^{1} \frac{d x}{1+x}$
6. Predict how many values of $f(x)$, or how small an interval h will be needec for Trapezoidal rule to produce $\log 2$ connect to four places.

# ALGORITHAS \& FLOWCHARTS 

by
DI. D. BASAVAYYA



#### Abstract

Computers carrot think for themseives. Ti:e. are automatically controllec and do the work of many numen veings increcibly at high speeds. The reall importar: thinking is done by the human aro feec them with information and the desired inst-uctions. M set of instructions gE: $\because=n$ to a computer to solve a problem is known as a complこez program. Before writing such computer programs, it is usezil and necessary to list out the steps involved in solving the problem sequentially. in step-by-step list of instructions for solving a particular problem is kriown as the elgorithm of that problem.


The concept of algoritnm is basic to any computational scheme, numerical or non-numetical. The word '三igorithm' originated from the iord 'aluorism' - means the azt of computing arabic numerals. Some scholars relate the origin with the name of à famous arabic mathematician, rou Jafar muhammed ibu husa al-khwarizmi (E25 a.U.) bho first suggested the metnod of adding decimal numbers by taking one digit from each of the operancis and a previous carry digit.

Algorithm is a logical process of analysing a mathematical problem and data step by step so as to make it vulnerable for

```
eえs% computing o= for conve=sion of ciaze into information.
```

In cur dátーtc-íy nork, the zrain automatically performs
the Elyorithm $2 \because$ Experience but not in a systematic and
errof free way. migorithm renresentec in many fozms such
as
i）step－こりーミちep method
ii）Elow．chaこting and
i̇i）by prcgaemming language．

Ster by Step hethod ：

Examule 1 ：jurnose we want to find the largest of any
three given rumeezs．

Nssume that $A, ~ \exists$ and $C$ are she given numbers．First compare A anc is and icientify the larger．Ther compare this bigger number with $\mathbb{C}$ enc identify the bigger among these two as the largest of all the three given numbers．

This method of solving this problem may be expressed as the following series of instruction．

Step 1 ：Note the three given values as $A, B, C$ ．
Step 2 ：Compare $A$ and B．
Step 3 ：If $A$ is greater than $B$ ，then co the step 4 otherive do the step 5 ．

Step 4 ：Compare $A$ and $C$ ard wite the greater number and stop．

Step 5 ：Compare $B$ and $C$ and ：wite the greater number anc stop．

Example 2 : suppose you want to solve the follcuing pair of equations for $x$ and $y$ given the values $a, b, c, c, E, f$.
$a x+b y=c \ldots \ldots$ (1)
$d x+e \because=f \ldots .$.
assume tha亡 E,b,c,d,e,f are non zero. The procezuze to solve these equations is as follows: From eque:icn (i) we have

$$
x=(c-b y) / a \quad \cdots \quad(a)
$$

Substituting $x$ in (2) we get
$\frac{d(c-b \vartheta)}{a}+e y=f$
or $(e-\operatorname{cic} / a) y=f-\frac{a c}{a}$

Thus using this value of $y$ in (3) we get the value of $x$. This method of solving the equations may ce expressec as follows:

Step 1 : liote the valles of $a, b, c, d, e, f$.
Step 2 : Caiculate the value of $\left(e-\frac{d b}{a}\right)$ and $c a l l$ it as $s$.
Step 3 : Cilculate the value of ( $f-\frac{d c}{a}$ ) and call it as $t$.
Step 4 : If $s=0$ then write 'No solution' and stop.
Step 5 : Set $y=t / s$.
Step 6 : Set $x=\frac{(c-b y)}{a}$
Step 7 : hrite the values of $x$ and $y$ as answers.
Step 8 : Stop.

```
    : 10: :
    The adove set of & instructions is known as an aigo=ithm
of that problem.
    A gooc aigorithm should possess the following characterins-
tics.
Mlgoこithm 9. should be simcle (simplicity).
    2. should be clea= without amoiguity
        (cefiniteness).
    3. should leac to uniaue solution of the
        problem (unicueness).
    4. should involve a finite number of steps
        to arrive a solution (finiteness).
    5. should have capability to handle some
        unexpected situations wnich may arise
        curing the solution problem like
        civision by zero (completeness).
            6. should be effective in saving time
        (effectiveness) - using that particular
        algorithm, processing should be quicker.
The description of an algorithm (Step-by-step method) requires a suitable language. Although we can describe an algorithm in a combination of natural language (say, Engiish) and mathematical notations, there are some drambacks. They are
```

```
                    : 102 :
    1. #ne algoİthm is not usuali: concise.
    2.A nčuural I Enquage is ambiguc-s.
    3. Ihe manne= of expression cices not reveal the
    basic structure of the algo:゙こnm.
4. Certain coerations cannot be expresseu b:
    existing mathematical notatミzns.
    Ex : ke:lace B by A.
Because of these dra\becausebacks, sometimes, }\becausee\mathrm{ have to prefer
other methocis. One of the most convenient languages
which is effective for communication and description of
an algorithm is the language of flow-=narting.
Flowcharts :
    Flowcharting is a technicque for =?presenting a
succession of events in symbolic form. Flowchart is the
uiagrimmatic representation of a seclence of events,
usually drabn with conventional symvols (geometrical
figures) representing different types of events and their
interconnection. Flowchart is also known as flowdiagram.
In flowchart the essential steps of the algorithm are picturea by boxes of various geometrical shapes and the flow of data between steps is indicatec by arrows，or flowlines．The flowchart is usually c＝awn so that the flow
```

```
cirection is cownwara or from lest to right. The symbcis
themselves are of standardized shapes that indicate the
type o: action taking place at that step of the algorithm.
In fact, each symbol is labellec by its algorithm step,
written within the symbol. Flowcharts myy be divicec Ento
systems flowcharts and program Flowcharts. A chart thE=
cepicts the flow of data in the over -ali data processing
system, or phase of the system, is called a system flo:-
chart or process chart. A chart that cepicts the ope:Eこions
anc logical decisions in a problem solving is called a
plogram flowchart or logical flowchart. In our discussion
we are concernec with program flowchart. The preparation of
either type of chort is callec Elowchartinc. The different
symbols used in any flowchart (stanciara) are as follows:
Terminal Symbol : The oval symbol is used to indicate the
beginning or end of an algorithm by Start or (Stop
respectively. Clearly, a flowchart can contain only one
start symbol; however it can contain more than one stop
symbol, since the algorithm may contain alternative brenches.
Sometimes, we omit the start/stop symbols if it is clear
where the chart begins/ends.
```

```
Input/Cutput =`mこ0l : The pミェalleloミこミm symicol is uミミこ
to incicate än irgut or an output oreこミさion. SnecizミこEIIy,
ve :rite
```

```
Nea<:, =,し,L
```

```
Nea<:, =,し,L
```




```
locations N, j, G and E, in that oraE=. Similamy,
```

locations N, j, G and E, in that oraE=. Similamy,
WILEE
WILEE
incicates that ine duta in the memo=% locations r,y,
are to be cutputzec. .ee can àlso ouこ:ut messages by
inclucing the message in quotation. E.g.
\mathrm{ rrite 'lio sclution'}
incicates that the message '%o solution' is to be
outputted.
frocess Symbol：The rectangle symocl is used to inaicete a processing operation．This can be ar．assignment state－ ment，defined below or it can be mac＝oinstruction，whose programming language translation woulc otherwise requize an entire list of computer statements；e．g．

```

```

Uonrector SMwol : ALOW chart thèt is lang ano complex
may require more than one sheet of fapez, mich means that
certain flow lines canrot be urawn or the Elow chart may
contain crossing flow: Lines that could cause confusion. The
connector symuch, a Emell circle (, is us=c to remeuy
such situations. Specizizally, une assuries inat a flow
line exists betw:een 'any pEnt of icenticali% Zabellec
connector symbols such that the flow is out d: the flow chart
at one of the connectors (exist connectorj arce into the
flow chart at the other connector (entry connector).
Preparation Symbol : This symbol incicates the preparation
for some procecure by initializing certain vE=iables, e.g.

$$
\text { sum }=0
$$

Many progranmers indicate a preparation by means of the process symbol only.
Comment symbol : The following symbol usec to indicate comments on the contents of a symbol.

```

```

Consider the following examples to explain the use of cifferent symbols in writing a flowchart.

```
ïxample 1 : jick ury the laregest oz any three given numiees. The Elowc:e土t for this problem is as follo:


Example 2 : pict. up the larcest of any given hunared numbers. The required flowchart is
: 108:


Example 3 : Lraw aflowchart to finci the average of any number of numuers.

Here, we write the flowchart in two ways : i) by using English words anci ii) by cefining variables.
\[
\text { : } i C \equiv \text { : }
\]

First type :

second Type :


Example 4 : Frepare a flow chart to check the three given numbers \(a, b y c\) can be the iengths of the three sides of a triancle and if so to finc the area of that triangle using the formula
\[
\text { mrea }=\sqrt{s(s-a)(s-b)(s-c)} \text { where } s=\frac{a+b-c}{2}
\]

Solution:


FLコ：にかart to verify vhether a given letter is existing in the given word or not．


\[
; 114 \text { : }
\]


```

Flowchant for calc--jzion of variance ( (s}\mp@subsup{}{}{2})\mathrm{ usinu; the formula
s}\mp@subsup{s}{}{2}=\frac{\sum\mp@subsup{x}{i}{2}}{n}-(\overline{x}\mp@subsup{)}{}{2}

```

 yiven value of \(x\).

\[
\text { : } 117 \text { : }
\]



Elow chart to zind LCh of giver lumbers.

\[
\text { : } 119 \text { : }
\]


\[
: 120:
\]

\section*{ryercises :}
- what is a flowchart? hhy is it called a flowchere?
- What are the various symbols used in a flow chart? What does each symbol represent?
- Prepare a flow chart to add digits from 1 to 100.
- Prepare a flow chart to pick the largest of three given numbers.
-. What is a program flow chart?
n. Prepare a flow chart/algorithm in each of the following situaticns.
) Preparation of a multiplication table.
n) Preparation of a bill in any consumer shop.
c) To verify whether the exe exists any given letter in any given word or not.
1) Cialculation of compound interest for any given principle, rate and time.
:) To verify whether the given triangle is an equilateral or not.
引) To calculate the fossible number of linear arrangements of 8 students so that two particular students sit together.
Ұ) Io obtain the transpose of any given matrix.
1) To show that the opposite angles in a cyclic quadrilateral are supplementary to one another.
i) Calculation of \(\sin (x)\) and \(\cos (x)\) for different vaiues of \(x\).
j) Io verify whether the given two straight lines are parallel or not.
k) To calculate the value of the following polynomial for a given value of \(x\).
\[
a_{0} x^{n}+a_{1} x^{n-1}+a_{2} x^{n-2}+\cdots+a_{n}
\]
1) Io find the product of any two given polynomials of degree 'n'.
m) lo convert the given angle in radians to degrees.
n) To find divisors of any given number.
o) To write a given number in reverse order.
p) To find the \(d\) ay of a week for a given date.
q) Io categorize a given triangle as an obtuse, acute or right angled triangle with given sides.
r) Calculation of square root of any given number.
s) Calculation of LCM of any given numbers.
t) To list the binomial coefficients for any given 'n'.
u) To calauzate the vaziance ( \(s^{2}\) ) of any given set of values \(x_{1}, x_{2}, \ldots, x_{n}\) using the foymula
\[
s^{2}=\left(x_{i}-\bar{x}\right)^{2} \quad n \text { wnere } \bar{x}=x_{i} / n
\]
v) To calculate the area of trapezium with civen sides.
vi) Printing of ail ozime numbers below a given number.
x) To finc the roots of any given cuacretic equation.
y) To convert a ceci...ai number in:o a binary number.
z) To sclve the following differential equation
\[
\begin{gathered}
\frac{c y}{c x}=2 x+3 \\
\text { given } y=4 \text { when } x=1 .
\end{gathered}
\]```


[^0]:    * By exact equation, we mean that the L.H.S. is the total derivative of some function of $n$.

